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Abstract
We present a fast algorithm for Korean text extraction and segmentation from subway signboards using smart phone sensors in order

to minimize computational time and memory usage. The algorithm can be used as preprocessing steps for optical character recognition

(OCR): binarization, text location, and segmentation. An image of a signboard captured by smart phone camera while holding smart

phone by an arbitrary angle is rotated by the detected angle, as if the image was taken by holding a smart phone horizontally. Binariza-

tion is only performed once on the subset of connected components instead of the whole image area, resulting in a large reduction in

computational time. Text location is guided by user’s marker-line placed over the region of interest in binarized image via smart phone

touch screen. Then, text segmentation utilizes the data of connected components received in the binarization step, and cuts the string

into individual images for designated characters. The resulting data could be used as OCR input, hence solving the most difficult part

of OCR on text area included in natural scene images. The experimental results showed that the binarization algorithm of our method

is 3.5 and 3.7 times faster than Niblack and Sauvola adaptive-thresholding algorithms, respectively. In addition, our method achieved

better quality than other methods.
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I. INTRODUCTION

Korean text extraction from signboard images is a sophisti-

cated task. Most signboards are made of or covered with plastic,

and even text on the signboards is designed to have high con-

trast with the background, so images captured by smart phone

in many cases have glare near the text region [1, 2]. Non-uni-

form illumination makes global thresholding methods [3] less

effective. On the other hand, adaptive thresholding methods are

showing much better results; however, these methods are rela-

tively slow from a computational point of view [4].

Unlike Latin characters, Korean characters (Hangul) consist

of disjoined letters. Each character consists of two or three let-

ters. This number may be increased up to six, if we count the

individual component separately: e.g., “뽥” consists of “ㅂ”,

“ㅂ”, “ㅗ”, “ㅏ”, “ㄹ”, and “ㄱ”. Letters inside one character

could touch other letters or letters from other characters. Fur-

thermore, text on images of natural scenes taken by smart phone

cameras has uneven direction and size.

Recent models of smart phones are equipped with a wide

range of sensors including camera, accelerometer, and capaci-

tive touch screen. However, these devices are still limited by

processing and memory resources. It is important for an appli-

cation running on a mobile device to make efficient use of both

computing time and memory. Data received from sensors could

be used to avoid resource-demanding algorithms in order to

reduce computing time and memory usage, thus increasing the

user satisfaction.

We used two types of sensors: accelerometer and touch

screen. The accelerometer provides information about the smart
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phone orientation in space. The angle between axis of smart

phone and the directional pull of gravity is used for image rota-

tion. Thus, an image captured by a user while holding a camera

at an arbitrary angle is treated as if it is taken by holding the

camera ideally horizontally. Next, the Canny edge filter and

connected component is applied for character candidate

retrieval [5]. The result is subjected to a connected component

analysis – pairs of points that define blobs are used during the

following text location and segmentation. To determine the text

location, the user defines a region of interest by performing a

flicking gesture on the touch screen. After the string of charac-

ters is reconstructed using connected component information,

affine transformation is applied to the region of the string and

connected component information, which are used on the final

step – text segmentation. 

The most difficult part in optical character recognition

(OCR) for natural scene images is text extraction including text

localizing and text segmentation. The resulting data of our

method could be used as OCR input, hence solving the most

difficult part of OCR of text area included in natural scene

images, with less computation resources.

II. RELATED WORKS

Recently, a number of systems for text extraction from natu-

ral scene images have been developed. Image binarization and

text localizing are essential in such systems. Popular algorithms

for image binarization include k-mean clustering and threshold-

ing. Lee et al. [6, 7] and Jung et al. [8] described method of

clustering in HVC (hue, value, chroma) color space; Lai et al.

[9] used RBG (red, green, blue) color space. A number of clus-

ters is defined according to the number of the most common

colors and is roughly 20. The most popular thresholding algo-

rithms include Otsu [3], Niblack and Sauvola thresholding [4].

The first one is the global thresholding algorithm, which can

hardly be used for natural scene images. The last two methods

are local adaptive algorithms, which show better quality for

image thresholding, and will be described further in Section III.

 Text localization algorithms are based on profile analysis.

Bae et al. [10] dealt with relatively simple text images, for

which text localization could be done using only projection pro-

files. Park et al. [1] required a text region to be located at the

center of outdoor signboard images.

Fragoso et al. [11] described a method that deals with per-

spectively-distorted text location. Another approach is co-lin-

earity weight calculation [7]; however, these methods handle

only joined characters such as Latin and not disjoined ones such

as Korean. For instance the string “인천” could be detected as

two lines “이처” and “ㄴㄴ”. 

Previously described methods, that deal with direction ambi-

guity and disjoined letter-location, are based on Hough transfor-

mation [12], which requires intensive computing time and high

memory usage, which are not suitable for mobile devices.

III. PROPOSED METHOD

A. Preprocessing with Accelerometer Employment

To reduce computational time, a captured image is re-sized to

800 × 600 pixels and converted from color to gray scale image.

The goal of preprocessing is to resolve ambiguous text direc-

tion. While signboard text is located horizontally, the users can

capture images at any arbitrary angle. The accelerometer pro-

vides information about the smart phone camera orientation in

space. The angle between the axis of smart phone and the direc-

tion of gravity is calculated as shown in Eq. (1),

angle = atan2 (x, z) (1)

where x and z are the first and third accelerometer values,

respectively. The image, rotated by the same angle, has text

strings oriented by the horizon. As a result, any image captured

by the user is treated as if the camera was held horizontally at

the time the image was captured. Examples of color image rota-

tion using accelerometer data are demonstrated in Fig. 1.

B. Image Binarization

Image binarization workflow is presented in Fig. 2. 

First, the Canny edge filter is applied to the gray scale image,

resulting in an edge map. On the map, every closed loop con-

tour is regarded as a connected component (blob). Each blob

could be a character or a part of a character. Connected compo-

Fig. 1. Accelerometer based image rotation: (a) original and (b) rotated
images. Fig. 2. Binarization workflow.
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nent analysis returns a list of boxes that bounds blobs. We use

the algorithm from openCV extension library – cvBlobsLib 6.

After this step, the blobs that are too small or too big are

excluded. Next, the gray-scale image is thresholded on the area

defined by a single blob by sliding the window over. The win-

dow size depends on the blob size. The threshold level is exclu-

sively calculated for every pixel and defined by Eq. (2),

T = m (2)

where m is mean gray scale level inside a window around a

pixel.

Previous methods [4] described the adaptive Niblack that

defines the threshold level by Eq. 3 and Sauvola (Eq. 4) thresh-

olding methods.

T = m + k * s (3)

T = m * [1 – k (1 - s/R)] (4)

where m is the mean, s is the standard deviation of the gray

scale level inside a window around a pixel, R is usually equal to

128, k is a predefined coefficient and is selected according to

the text color. If the text color has a darker background, then let

k be a negative value in order to get proper foreground text, oth-

erwise it is positive. 

The disadvantages of these methods include that they are

required to perform thresholding twice, and it is not clear

beforehand what coefficient k gives the best results.

The result of thresholding is copied to a blank image and

shown to the user for text location (Fig. 3b, 3f). Fig. 3 shows the

original images and the results of different binarization meth-

ods. The turquoise area of the result of the proposed method

was not processed, resulting in much computational time reduc-

tion.

C. User Guided Text Location

After the user sees the result of binarization, he can select the

area of interest by performing a flicking gesture on the smart

phone screen as shown in Fig. 4.

In case the user-defined line is not horizontal, knowing the

start and end point of that line horizontal median line is calcu-

lated (Fig. 5).

Then, we perform two runs on the set of blobs. Blob informa-

tion is extracted from the binarization step in Section III.B.

First, all blobs that hit the median line are selected (Fig. 6). 

Fig. 3. Original images: (a, e) result of binarization, (b, f ) proposed
method, (c, g) Niblack, (d, h) Sauvola adaptive thresholding.

Fig. 4. User defined area of interest. User places marker line over screen
area.

Fig. 5. Horizontal median line and user define line.

Fig. 6. Text location. First run. Blobs that hit the line are selected.
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During this step, the average blob height and width is calcu-

lated.

On the second run we, select all blobs that are inside the area

as shown in Fig.7. Thus, if on the first run only first consonants

and vowels were hit during second run final consonants will be

selected as well or vice versa.

If more than 50% of the blob is inside the area, then it is

regarded as “inside”; otherwise, it is “outside” (Fig. 8).

Blobs selected during the second run are regarded as parts of

a string and define four points. Using these four points, affine

transformation is performed for both image and blob informa-

tion.

D. Connected-Components Based Text Segmentation

The process of test segmentation is illustrated in Fig. 9. In the

first string “당고개”, the last character consists of two disjoined

in vertical projection letters: “ㄱ” and “ㅐ”. The segmentation

algorithm must join them into “개”. The second example dem-

onstrates how connected-component analysis due to noise

defines two characters “청” and “량” as one solid “청량”. The

algorithm must handle this problem too.

First, the blobs coordinate information is merged by ordinate

axis (Fig. 9b) and line segments are received. Next, the mean

height of the line segments is calculated, and, proceeding from

right to left, the line segments that are shorter than 70% of the

mean height are merged with the line segment on the left (Fig.

9c). Thus, vertical vowels like “ㅏ”, “ㅐ” are merged with the

first consonants. For example, “ㄱ” and “ㅐ” are united into

“개”. Finally, proceeding from left to right, we split the line

Fig. 7. Text location. Area for the second run.

Fig. 8. Inside and outside blobs.

Fig. 9. Blob based text segmentation. Two difficult cases of character
segmentation.

Fig. 10. Text segmentation result: (a) original image, (b) result of
binarization, red line is user defined marker-line, (c) segmentation result.

Fig. 11. Binarization runtime.
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segments that are longer than 150% of the mean (Fig. 9d), so

line segments that define two and more joined letters are split.

For example, “청량” is split into “청” and “량” (Fig. 9e). To

ensure the split is accurate, we calculate the vertical projection

profile for the area between the expected characters. Split is

done at the point where the profile has minimum value. At last

knowing the start and end points of characters image is cut to

give the images for individual characters. Since binarization

was performed once, there are two cases: having white text on

black background or vice versa. Then, the quantity of white and

black pixels is calculated for all blobs. If the number of white

pixels is greater than that of black ones, which is the second

case (black background, white characters), then color is

inverted. The result of segmentation on the real images is dem-

onstrated in Fig. 10.

IV. EXPERIMENTS

A. Implementation Details

The method described above was implemented on iPhone

3Gs running iOS 4.3 and written in C++ STL using precom-

piled static libraries: OpenCV 2.0 and cvBlobsLib 6. The graph-

ical user interface is written in Objective-C using Quartz 2D

graphical library.

B. Runtime

For runtime evaluation, we estimated the time that it would

take to perform all steps that our method of binarization

includes. To make an accurate comparison, we ran Niblack and

Sauvola adaptive thresholdings and connected component anal-

ysis and measured the process time for each. We run tests for 18

images three times for each image and calculate the average

time. The results are shown in Fig. 11.

On average, runtime for our proposed method is 119 ms;

runtime for Niblack and Sauvola adaptive thresholding methods

are 411 ms and 449 ms, respectively, which means that the pro-

posed method is 3.5 times faster than adaptive Niblack and 3.7

times faster than the adaptive Sauvola thresholding method.

Experiments were executed on a desktop simulator equipped

with Intel Core 2 Duo (2.4 GHz) CPU, and 4GB of PC3-8500

RAM.

C. Quality

The adaptive Niblack and Sauvola thresholding result depends

on the window size. If window size is not selected correctly,

then the result becomes noisy. This effect is illustrated in Figure

12, where characters from “사당”, “오이도” strings have black

noise inside them on Niblack and Saulova thresholding results.

In the proposed adaptive thresholding, the window is recalcu-

lated for each blob individually, and thus the result is better.

Experiments showed that the window size that is 1.7 times

greater than the blob’s height is optimal.

V. CONCLUSION AND FURTHER STUDY

We presented a fast algorithm for Korean text extraction and

segmentation from subway signboards based on smart phone

sensors employment. Smart phone sensors provide valuable

information helps simplify algorithms, increase processing

speed, and reduce memory usage. Adaptive thresholding shows

the best result when the window size is matched to the size of

character. In case of natural image processing, the runtime of

character candidates search and binarization is much smaller

than the time required for a whole-image binarization.

For future research, on text blobs could be filtered better

using more sophisticated heuristics, but keeping computing

time minimal. The proposed algorithm could be used for the

future development of smart phone applications. We plan to

deploy it in the subway navigation system, where text from

signboard image could be extracted and recognized, and thus

provide information about user’s current location and direc-

tions.
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