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Abstract
The feature pyramid network (FPN) enhances the localization accuracy and detection performance of small objects using

multiple scales of the features. FPN adopts lateral connections and a top-down pathway to make low-level features

semantically more meaningful. However, it uses only single-scale features to pool regions of interest (RoIs) when detect-

ing objects. In this study, we showed that single-scale RoI pooling may not be the best solution for accurate localization

and proposed multi-scale RoI pooling to improve the minor drawbacks of the FPN. The proposed method pools RoIs

from three feature levels and concatenates the pooled features to detect objects. Thus, the FPN with multi-scale RoI pool-

ing, called FPN+, detects objects by taking into account all information scattered across three feature levels. FPN+

improved the FPN by 2.81 and 1.1 points in COCO-style average precision (AP) when tested on PASCAL VOC 2007

test and COCO 2017 validation datasets, respectively.
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I. INTRODUCTION

Object detectors based on convolutional neural networks

(CNNs) typically use high-level features to detect objects

[1-4]. Since these features are translation-invariant and

are capable of representing high-level semantics, CNN-

based detectors outperform conventional detectors that

use feature extraction algorithms such as scale-invariant

feature transform (SIFT) [5] and histogram of oriented

gradients (HOG) [6]. However, CNN-based detectors

struggle to detect small objects due to the low resolution

of high-level features. In particular, spatial information of

the small objects is significantly lost as down-samplings

are repeated in the CNN.

The feature pyramid network (FPN) [7] enhances the

localization accuracy and detection performance of small

objects using multi-scale features. It is important to use

low-level features to detect small objects because these

features are less down-sampled and thus, preserve

detailed spatial information. However, low-level features

are semantically less meaningful than high-level features.

The FPN adopts lateral connections and a top-down

pathway to enrich the visual semantics of low-level

features. The lateral connections compress the features
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by 1×1 convolution. The top-down pathway enlarges the

high-level features by bilinear interpolation and adds

them to the low-level features passed through the lateral

connections, as shown in Fig. 1. The FPN achieved a

COCO-style average precision (AP) of 33.9% with these

two structures, which exceeded that of the Faster R-CNN

by 2.3 points [7].

The FPN uses four different feature scales to generate

region proposals, but it uses only single-scale features to

pool the regions of interest (RoIs) when detecting objects.

As shown in the upper right of Fig. 1, the large-sized RoIs

are pooled from the small-scale features, whereas the

small-sized RoIs are pooled from the large-scale features.

This seems plausible given that the low-level features

preserve detailed spatial information and have semantics

enriched by the top-down pathway. However, semantic

gaps between the features at different levels may remain.

We experimentally verified two significant hypotheses:

(1) the top-down pathway makes low-level features

semantically more meaningful, and (2) using large-scale

features has an advantage over using small-scale features

when detecting small objects. We visualized different

feature levels using a gradient-weighted class activation

map (Grad-CAM) [8]. We found that the top-down

pathway did not enrich the visual semantics of the low-

level features as much as those of the high-level features.

Additionally, using the large-scale features was not always

advantageous for detecting small objects over using the

small-scale features.

Based on our findings, we proposed an improved FPN,

called FPN+, which has multi-scale RoI pooling to

overcome the drawbacks of the FPN, as shown in the

lower right of Fig. 1. This method pools RoIs from three

feature levels and concatenates the pooled features to

detect objects. Thus, FPN+ detects objects by taking into

account all information scattered across three feature

levels. The AP of FPN+ was increased by 2.81 and 1.1

points when tested with the PASCAL VOC 2007 test and

COCO 2017 validation datasets, respectively.

II. RELATED WORK

A. Multi-scale Object Detectors

The single shot detector (SSD) [9] adds several

convolutional layers to VGG16 [10] and detects objects

using multi-scale features extracted from these layers.

SSD512 achieved an AP of 26.8% in the COCO 2015 test

dataset, which improved the Faster R-CNN by 2.6 points

[9]. However, the model cannot robustly detect small

objects. The AP over small (APS), AP over medium (APM),

and AP over large (APL) objects were 9.0%, 28.9%, and

41.9%, respectively [9]. This was because the SSD only

uses small-scale features. Since the spatial information

dissipates as the scale of the features decreases, the

model should have additionally used large-scale features

to improve the detection performance for small objects.

Fig. 1. The overall architecture of FPN and FPN+.
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The spatial dependent pooling network (SDPNet) [11]

also uses multi-scale features to improve the detection

performance for small objects. The SDPNet assumes that

the visual semantics of objects could emerge at different

feature levels depending upon the size of objects. For

example, the visual semantics of small objects could

emerge in the low-level features, whereas those of the

large objects could emerge in the high-level features.

Therefore, RoI pooling is performed on multiple levels of

features depending upon the size of the objects, and the

pooled features are passed through scale-dependent

classifiers. The SDPNet achieved a PASCAL-style AP

(AP@0.5) of 68.2% in the PASCAL VOC 2007 test dataset,

which improved the Fast R-CNN by 1.3 points [11].

Cai et al. [12] proposed a multi-scale CNN (MS-CNN)

and pointed out that there were inconsistencies between

the sizes of objects and the filter receptive fields. For

example, if the size of an object was smaller than the

receptive field, unnecessary contextual information in the

receptive field may lead to false detections. MS-CNN

uses multi-scale features to compensate for the

inconsistencies and attaches independent classifiers to

handle each feature level. All of the features are passed

through a deconvolutional layer to restore the spatial

information before RoI pooling.

Hyper network (HyperNet) [13] uses additional low-

level features to localize objects more accurately.

HyperNet assumes that high-level features do not provide

sufficient spatial information due to their coarseness. The

model uses three feature levels (low-level, intermediate-

level, and high-level features) by concatenating them into

a single feature block. Since the features have different

scales, the concatenating process inevitably requires up-

sampling or down-sampling. The high-level features are

up-sampled through a deconvolutional layer, and the low-

level features are down-sampled through a max-pooling

layer. Additional convolutional layers are attached to the

top of the different levels of the features to extract

semantically more meaningful features and compress all

the features into a uniform space [13]. HyperNet achieved

an AP@0.5 of 76.3% in the PASCAL VOC 2007 test dataset,

which improved the Faster R-CNN by 3.1 points [13].

In summary, the SDPNet, MS-CNN, and HyperNet use

additional low-level features with sufficient spatial

information to localize objects more accurately. However,

these methods did not overcome the limitation that the

visual semantics weaken as the feature levels decrease. In

contrast, SSD used additional high-level features, but it

did not prevent the loss of spatial information.

B. Visualization of Convolutional Neural
Networks

Simonyan et al. [14] proposed a method to visualize

the CNN by calculating the gradient of an output vector

with respect to the input image. This allowed them to

observe the part of the input image that contributed the

most to classifying the image into a particular class.

Zeiler and Fergus [15] presented a method to visualize

the features extracted from each layer of the CNN by

mapping them into the input image space. These two

methods are similar in that they use backpropagation to

visualize the CNN. However, they differ in how they

handle backpropagation through rectifier linear units

(ReLUs). The former sets the gradient to zero when a

bottom input signal is negative as

, (1)

where  denotes the activation at location  of

the feature maps in the l-th layer, and 

. This method is the same as vanilla

backpropagation. The latter sets it to zero when the top

gradient signal is negative as

. (2)

Springenberg et al. [16] combined these two methods

and set the gradient to zero when the bottom input signal

or the top gradient signal was negative as

. (3)

Zhou et al. [17] presented a method to generate a class

activation map (CAM) using global average pooling (GAP)

[18]. For a given activation of the last convolutional

layer, GAP is defined by

, (4)

where k denotes the channel index.

As shown in the upper left of Fig. 2, GAP averages the

activations of each channel and produces a vector of

length k. By computing the product of this vector and the

corresponding weights of the last fully connected layer, a

class c score Yc is calculated by

. (5)

The rest of the training process is the same as training a

traditional backpropagation model. CAM [17] is defined

by a weighted linear sum of the feature maps as

, (6)

where  is the weight connecting  and Yc.

CAM shows the part of the feature maps that contributes

to the activation of a neuron corresponding to class c.

However, it is only applicable to a particular kind of CNN

architecture performing global average pooling over
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convolutional maps immediately prior to prediction [8].

Selvaraju et al. [8] replaced the weight  with ,

which is the gradient of the class score with respect to the

feature map. They also mathematically proved that the

two expressions were identical. Therefore, Grad-CAM

could be generated without adding GAP or learning new

weights. Grad-CAM is defined as

, (7)

where .

III. DRAWBACKS OF FPN

Lin et al. [7] showed the effects of the top-down

pathway on the detection performance of the FPN. The

baseline model achieved an AP of 33.9% in the COCO

minival dataset, whereas the model without the top-down

pathway achieved an AP of 24.9% [7]. The results showed

that removing the top-down pathway significantly reduced

the detection performance. In other words, the top-down

pathway enriched the visual semantics of the low-level

features.

We designed an experiment to further verify that all

feature levels had rich semantics when the top-down

pathway was adopted. We assumed that if all of the

features had rich semantics, then the detection performance

should be improved as the features enlarge. Additionally,

we aimed to determine whether the large-scale features

had an advantage over the small ones in terms of the

detection performance on the small-sized objects, and

vice versa.

We implemented seven variants of the FPN. Lv6, shown

in Table 1, used the features extracted from the sixth
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Fig. 2. Comparison of CAM and Grad-CAM.

Table 1. Detection results of the models with and without the
top-down pathway

Model AP AP@0.5 AP@0.75 APS APM APL

Lv6 30.91 63.08 25.98 0.93 12.26 36.41

Lv5 35.60 68.01 33.01 4.82 20.18 39.76

Lv4 37.48 68.64 36.29 9.66 22.62 40.41

Lv3 36.84 65.39 36.86 8.61 19.11 40.26

Lv5- 34.68 67.86 31.28 5.01 20.65 37.83

Lv4- 31.27 62.19 27.64 6.29 18.30 32.79

Lv3- 17.79 40.07 13.20 3.44 5.06 19.98

The highest AP of each column is shown in bold.
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convolutional layer and then passed through the lateral

connection. Lv5 used a combination of two features from

the fifth and sixth layers as shown on the left of Fig. 3.

The scale of the latter was doubled before combining

with the former. Lv4 and Lv3 used all of the features

combined from the sixth layer to the layer corresponding

to its name. The last three models (Lv5-, Lv4-, and Lv3-)

were the same as the aforementioned models except that

the top-down pathway was removed as shown on the

right of Fig. 3.

A. Implementation Details

The models used in this experiment adopted the pre-

trained VGG16 as a backbone network. The two fully

connected layers, fc6 and fc7, were converted into

convolutional layers [9, 19] to reduce the number of

parameters. Anchor boxes outside an image were included

for training, as it was in the original FPN [7]. The input

image was re-scaled such that its shorter side had 600

pixels. The anchor scales of the region proposal network

(RPN) [3] were [642, 1282, 2562, 5122], and the aspect

ratios were [0.5, 1, 2]. The batch size, weight decay, and

momentum were 1, 0.0005, and 0.9, respectively. The

learning rate was 0.001 for the first 50k images, and

0.0001 for the next 25k. Lastly, the PASCAL VOC 2007

trainval dataset was used for training.

B. Single-Scale RoI Pooling

As shown in Table 1, the AP and AP@0.5 (the AP with

an IoU threshold of 0.5) were increased when the top-

down pathway was applied. Specifically, the discrepancies

in AP and AP@0.5 between the models with the top-

down pathway and those without the top-down pathway

increased as the feature levels decreased. This suggests

that the top-down pathway can fill a large semantic gap

effectively. We also observed this effect in the Grad-

CAM of each model shown in Fig. 4. The features of

Lv3-, the model without the top-down pathway, showed

characteristics of the low-level features (e.g., edges). In

contrast, the features of Lv3 were semantically more

meaningful and similar to the high-level features.

Although the top-down pathway adds semantics to the

low-level features, it does not add rich semantics to all

feature levels. As Table 1 shows, the AP and AP@0.5

were progressively improved as the feature scale increased

up to level 4. However, they decreased by 0.64 and 2.71

points, respectively, when the scale exceeded level 4.

This suggests that the semantic gaps between Lv4 and

Lv3 features are not entirely filled by the top-down

pathway. Therefore, pooling small RoIs only from Lv3

features could degrade the detection performance.

As shown in Table 1, the AP of Lv3 was decreased by

1.05 points compared to that of Lv4, which indicates that

Fig. 3. Examples of the two models used in the experiment. Left: Lv5. Right: Lv5 without the top-down pathway.

Fig. 4. Grad-CAM of the models used in the experiment. Row 1: the models with the top-down pathway removed. Row 2: the models
with the top-down pathway adopted.
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the large-scale features were not necessarily advantageous

for detecting small objects. This also stems from the

semantic gap between the two features. Specifically, the

semantic loss was greater than the spatial information

gain when the level was decreased (i.e., when the scale

was increased) from 4 to 3. Meanwhile, the APL of Lv6

was decreased by 3.35 points compared to that of Lv5,

which suggests that small-scale features are not necessarily

advantageous for detecting large objects.

In summary, the top-down pathway contributed to

improving the detection performance by enriching the

visual semantics of the low-level features. However, the

top-down pathway did not enrich the visual semantics of

the low-level features as much as those of the high-level

features. In other words, the semantic gap between the

features remained. Lastly, large-scale features were not

necessarily advantageous for detecting small objects, and

vice versa. Therefore, assigning single-scale features to

the RoI depending upon their area could inhibit the model

from improving the detection performance.

C. Overfitting to Certain Features

FPN computes the level of the features as

, (8)

where w and h are the horizontal and vertical lengths of

the RoI, and k0 is the level of features that should be

assigned to the RoI with an area of 2242. We set k0 = 5 . If

we calculate the level k for all possible areas of the RoI,

we can obtain four ranges of the RoI area to which the

level k features should be assigned. Specifically, level 3

features are assigned to the RoI with an area [0, 1122),

level 4 to [1122, 2242), level 5 to [2242, 4482), and level 6

to . The problem was that each range had a

different number of objects depending upon the dataset.

For example, the PASCAL VOC 2007 trainval dataset

had more objects in the second range and the third range

than in the rest of the ranges, as shown in Table 2. The

COCO 2017 training dataset was more imbalanced in

terms of the size of the objects. It had more than 60%

level 3 objects, but less than 10% level 6 objects. If the

dataset has a significantly higher number of small objects

than the large ones, the FPN will generate an excessive

number of small RoIs. Then the model could be overfitted

to large-scale features since it assigns large-scale features

to small RoIs.

Furthermore, the number of objects in each range

changes as the input image is re-scaled. For example, if

we increase the scale of the input image such that its

shorter side has 800 pixels, the number of large objects

increases, and that of small objects decreases, as shown

in Table 2. The imbalance in size could be handled by

researchers prior to training the model. However,

considering that this is a time-consuming job, we need a

better way to use each feature more evenly.

IV. PROPOSED METHOD

We proposed FPN+, which is an FPN with multi-scale

RoI pooling. Multi-scale pooling pools RoIs from multiple

feature levels and concatenates the pooled features into a

single block. Since the FPN only uses single-level

features, three additional levels of features are available

for RoI pooling. Therefore, we conducted experiments to

determine the number of features most effective for

multi-scale RoI pooling. We implemented three variants

of FPN+. The first variant used two levels of features, the

second variant used three levels of features, and the third

variant used four levels of features. All models were

trained using the PASCAL VOC 2007 trainval dataset.

As shown in Table 3, the model using three feature

levels scored the highest on all metrics. It is noteworthy

that the APS was decreased by 4.52 points when using

k k0 log2 wh 224⁄( )+=

448
2

, ∞[ ]

Table 2. Classification of objects by area

Input size (px) Dataset [0,112
2
) [112

2
, 224

2
) [224

2
, 448

2
) [448

2
, ∞)

600   VOC 2007 trainval 24.28 27.04 31.83 16.85

COCO 2017 train 61.72 19.58 13.55 5.16

800   VOC 2007 trainval 15.13 24.27 30.73 29.88

COCO 2017 train 52.84 21.25 16.05 9.86

Table 3. Experimental results to determine the number of features for multi-scale RoI pooling

Number of features AP AP@0.5 AP@0.75 APS APM APL

2 38.28 70.09 36.71 14.26 23.61 40.43

3 39.09 71.18 37.89 16.21 24.65 41.25

4 38.64 70.52 37.66 11.69 23.96 41.21

The highest AP of each column is shown in bold.
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four levels of features instead of three. The addition of

level 6 features did not improve the detection of small

objects. This is because level 6 features may not contain

the spatial information of small objects. In other words,

since receptive fields become larger as the feature levels

increase [20], the regions corresponding to the small RoIs

in the Conv6 features may contain unnecessary contextual

information, as shown in the bottom row of Fig. 5.

An example of multi-scale RoI pooling is shown in

Fig. 1, where five RoIs with sizes of [502, 502, 1002, 3002,

5002], and feature levels were computed as [3, 3, 3, 5, 6]

by Eq. (8). Adding two adjacent levels to each of them

gave final levels of [[3, 4, 5], [3, 4, 5], [3, 4, 5], [4, 5, 6],

[4, 5, 6]]. RoI pooling was performed on each of the three

features. As a result, an output with a size of 256×7×7

was obtained from each feature, and concatenating them

gave a single block of size 768×7×7. The size of the final

output was 6×768×7×7 since there were six RoIs.

V. EXPERIMENTAL RESULTS

A. Implementation Details

We tested three models for this experiment: the Faster

R-CNN, FPN, and FPN+. FPN+ is a model in which

multi-scale RoI pooling is applied. The Faster R-CNN

was tested in the same environment as the original

method [3] except for the anchor scale. We used four

anchor scales [642, 1282, 2562, 5122] to ensure a fair

comparison with the other two models. The input size,

batch size, weight decay, and momentum were 600, 1,

0.0005, and 0.9, respectively. The learning rate was 0.001

for the first 50k images and 0.0001 for the next 25k for

the PASCAL VOC dataset; and 0.001 for the first 351k

images and 0.0001 for the next 234k for the COCO

dataset. We excluded 1,021 images with no annotations

from 118,287 images in the COCO 2017 training dataset.

For the same reason, 48 images were excluded from

5,000 images in the validation dataset

B. Comparison of Faster R-CNN and FPN

As shown in Table 4, the FPN was 0.93 points worse

than the Faster R-CNN in AP@0.5 when the models were

trained on the PASCAL VOC 2007 trainval dataset.

However, the FPN exceeded the Faster R-CNN by 1.18

and 3.22 points in the AP and AP@0.75, respectively.

This suggests that the FPN localized objects more

accurately than the Faster R-CNN. The most noticeable

difference between the two models was the detection

performance for small objects. The FPN APS improved

by 13.47 points compared to the Faster R-CNN, because

the FPN uses low-level features. Meanwhile, the Faster

R-CNN APL was better than that of the FPN by 0.74

points, which indicates that the performance of the

former was slightly better than that of the latter for large

objects. We observed similar results when the models

were trained on the COCO 2017 training dataset, as

shown in Table 5. The precision of the FPN was higher

Fig. 5. Feature maps of FPN. Top: an example of a large-sized object. Bottom: an example of a small-sized object.
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than that of the Faster R-CNN except for APL. The FPN

AP@0.75 improved by 4.91 points compared to that of

the Faster R-CNN.

C. Comparison of FPN and FPN+

FPN+ was 2.81 and 3.96 points better than the FPN in

AP and AP@0.75, respectively, as shown in Table 4.

However, FPN+ scored less than the FPN by 1.85 points

in APs. We obtained similar results when the models

were trained on the combined datasets of PASCAL VOC

2007 and 2012 trainval. The APs of FPN+ was 0.24 points

lower than that of the FPN. The additional contextual

information of high-level features may not be helpful for

detecting small objects. In contrast, FPN+ scored the

highest in APL among the three models. This suggests

that the additional local information on low-level features

is helpful for detecting large objects. As shown in the top

row of Fig. 5, the regions corresponding to the RoI in

Conv3 and Conv4 features contained detailed information.

Additionally, multi-scale RoI pooling allowed more

feature levels to contribute to the detection of large

objects, as shown in Fig. 6. Training the models on the

COCO 2017 training dataset gave similar results. FPN+

surpassed the others in all metrics. The detection results

of FPN+ are shown in Fig. 7.

We replaced the backbone network of the FPN and

FPN+ with ResNet101 and trained them on the PASCAL

VOC 2007 trainval dataset. This test showed that the

effectiveness of multi-scale RoI pooling is not limited to

Fig. 6. Grad-CAM of FPN and FPN+.

Table 4. Detection results of the Faster R-CNN, FPN, and FPN+ in the PASCAL VOC 2007 test dataset

Dataset Model AP AP@0.5 AP@0.75 APS APM APL

VOC 07 trainval

Faster-R-CNN 35.10 69.85 30.71 4.59 20.77 38.62

FPN 36.28 68.92 33.93 18.06 22.99 37.88

FPN+ 39.09 71.18 37.89 16.21 24.65 41.25

VOC 07+12 trainval

Faster-R-CNN 42.73 75.12 42.49 7.79 26.47 46.50

FPN 43.69 75.43 44.79 18.32 28.99 45.49

FPN+ 45.35 76.03 47.30 18.04 30.69 47.51

The highest AP of each column is shown in bold.

Table 5. Detection results of the Faster R-CNN, FPN, and FPN+ in the COCO 2017 validation dataset

Model AP AP@0.5 AP@0.75 APS APM APL

Faster-R-CNN 19.4 38.1 17.99 5.0 21.4 32.1

FPN 22.4 40.5 22.9 10.9 25.9 30.0

FPN+ 23.5 41.6 24.0 11.0 26.5 32.5
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a particular network. As shown in Table 6, FPN+ scored

the highest in all metrics except APs.

D. Comparison of FPN+ with SDPNet and
HyperNet

We compared FPN+ to the SDPNet and HyperNet.

MS-CNN [12] was not included in the comparison

because the authors did not present detection results for

the PASCAL VOC dataset.

As shown in Table 7, FPN+ scored the highest in

AP@0.5 among the four models when trained on the

PASCAL VOC 2007 trainval dataset. However, HyperNet

Fig. 7. Examples of detection results on PASCAL VOC 2007 test dataset using FPN+. The backbone network of the model is VGG16, the
score threshold is 06, and the model was trained on a combined dataset of VOC 2007 and 2012 datasets.

Table 6. Detection results of the FPN and FPN+ (ResNet101 as a
backbone network) in the PASCAL VOC 2007 test dataset

Model AP AP@0.5 AP@0.75 APS APM APL

FPN 42.09 73.52 43.80 19.46 49.78 77.45

  FPN+ 44.98 75.14 47.16 19.26 53.49 78.04
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outperformed FPN+ by 0.3 points when the models were

trained on the combined PASCAL VOC 2007 and 2012

trainval datasets. Although the two models were equally

trained on the PASCAL VOC dataset, hyperparameters

such as learning rate, epoch, and the threshold for non-

maximum suppression were different. Given that the

difference between the two models in AP@0.5 was

marginal, the performance gap could be due to different

hyperparameter settings.

The biggest advantage of FPN+ is that it can localize

objects accurately. All APs (average precisions) in Table 7

were calculated for an IOU threshold of 0.5. A bounding

box with an IOU greater than 50% was considered a true

positive. However, an IOU threshold of 0.5 was too loose

to fit the ground truth object precisely. This is why

COCO-style AP uses 10 IOU thresholds of 0.5 to 0.95.

Averaging APs for 10 different IOU thresholds rewards

the detectors with better localization. Therefore, if we

calculate the AP for a higher threshold, FPN+ could

outperform HyperNet.

E. Applicable Fields

The sizes of objects vary in high spatial resolution

(HSR) images for remote sensing, and tiny size objects

can be present, especially in aerial images [21]. The

visual appearance may be diminished by poor weather

and illumination conditions [22]. Therefore, the task of

detecting HSR images is more challenging. FPN can widely

be used in this field because it can accurately localize and

detect objects of various sizes. For example, FPN is used

for general object detection [23, 24], ship detection [25],

land segmentation [26], and road segmentation [27].

VI. CONCLUSION

In this paper, we presented two minor drawbacks of the

FPN. First, the FPN uses only single-scale features, which

could hinder the model from improving localization

accuracy. Second, if a training dataset was imbalanced in

object size, the FPN could overfit to a certain feature

level. We proposed multi-scale RoI pooling to overcome

the drawbacks of the FPN. The experimental results

showed that FPN+, the FPN with multi-scale RoI pooling,

outperformed the FPN in AP when tested on PASCAL

VOC 2007 test and COCO 2017 validation datasets.

Specifically, the localization accuracy was greatly

improved. Our study suggests that even though the FPN

makes low-level features semantically more meaningful,

it is still important to consider all information at different

feature levels to detect objects accurately.
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