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Abstract
To improve energy efficiency, understanding occupant behavior is crucial for adaptive temperature control and optimal

electronic device usage. Our study introduces a room occupancy detection system using machine learning and Internet-

of-Things sensors to predict occupant behavior patterns. Initially, indoor IoT sensor devices are installed to observe

occupant behavior, and datasets are generated from sensor data, including temperature, humidity, light, and CO2 levels,

in both occupied and vacant rooms. The collected dataset undergoes analysis through a machine learning-based model

designed to classify room occupancy. First, the timestamp features, extracted from date-time data, such as time of day

and part of the day, are extracted. ANOVA feature selection is applied to identify five crucial features. Ultimately, the

random forest model is employed to classify room occupancy based on the selected features. Results indicate that our

proposed model significantly outperforms other models—achieving improvements of up to 99.713%, 99.467%,

99.676%, 99.676%, and 99.571% in accuracy, precision, recall, specificity, and F1-score, respectively. The trained model

holds potential for integration into web-based systems for real-time applications. This predictive model is poised to con-

tribute to the optimization of electronic device efficiency within a room or building by continuously monitoring real-time

room conditions.
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I. INTRODUCTION

Effective management of room occupancy has become

a pivotal aspect in energy consumption management while

ensuring optimal comfort within indoor spaces. Room

occupancy detection, a burgeoning field in smart building

technology, plays a crucial role in achieving this delicate

balance [1]. By accurately identifying whether a room is

occupied or vacant, intelligent systems can dynamically

adjust lighting, heating, ventilation, and air conditioning

(HVAC) settings to minimize energy wastage without

compromising on comfort. This indicates the significance

of room occupancy detection as a sustainable solution for

energy-efficient building management. Occupancy detection
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without the use of cameras is preferred due to heightened

privacy concerns associated with visual surveillance [2]. This

preference has led to the exploration and implementation

of alternative methods that utilize various sensors. The

utilization of various sensors, including those measuring

temperature, humidity, light, and CO2 levels, forms the

backbone of occupancy detection systems, enabling a

comprehensive understanding of the environmental conditions

that indicate occupant presence.

The advent of the Internet-of-Things (IoT) emerges as

a pivotal technological paradigm that seamlessly integrates

with non-intrusive sensor technologies to enable efficient

room occupancy detection [3]. By harnessing data from

an array of sensors, IoT transforms static spaces into

dynamic, responsive environments even in industrial spaces

[4]. This interconnected ecosystem allows for real-time

monitoring and analysis of occupancy patterns, facilitating

precise adjustments to lighting, HVAC, and other

environmental factors to optimize energy consumption. The

fusion of IoT and sensor technologies not only ensures

privacy preservation but also underscores a sophisticated

approach toward creating intelligent, energy-efficient spaces

capable of adapting to the dynamic needs of occupants

while maintaining a commitment to sustainability.

Earlier studies demonstrated the successful application

of IoT in indoor occupancy detection systems. Utilizing

sensor data within the room, encompassing light, temperature,

humidity, and CO2 levels, is employed for discerning the

presence or absence of occupants through the imple-

mentation of a classification model based on machine

learning [2]. Past studies also indicate that enhanced

efficiency of an occupancy detection system is attainable

through the utilization of more accurate sensor equipment.

The careful choice of prediction models and features

holds significant importance in the endeavor to optimize

the system’s overall performance [5].

Addressing these challenges underscores the paramount

need to enhance the efficiency of the prediction model for

room occupancy detection through deliberate consideration

of feature extraction and selection. In this study, we

incorporate two features derived from the timestamps:

the hour of the day and the specific part of the day.

Additionally, we deploy the analysis of variance (ANOVA)

feature selection method to identify and retain crucial

features, ultimately utilizing five selected features in our

proposed method.

In machine learning, a timestamp serves as a feature

that denotes the time of occurrence for each data point.

This temporal information is crucial for tasks such as

time series analysis, forecasting, and event prediction,

allowing models to capture and leverage chronological

patterns in the data to improve predictive accuracy in

time-dependent scenarios [6]. Timestamps enable algorithms

to adapt and make informed decisions based on the

temporal order of events. Timestamps have demonstrated

success in sequential recommendation [7], and given the

relevance of occupancy behavior to time-dependent

scenarios, there is potential for the implementation of

timestamps in occupancy detection. However, as of now,

no research has explored the application of timestamps

for occupancy detection.

The structure of this paper is outlined as follows. Section

II initiates the discourse on related works, delineating the

contributions of this paper. Section III provides details on

the dataset utilized in this research, introduces new

features proposed as novel contributions, outlines the

feature selection method employed, and offers a concise

explanation of random forest (RF) as the proposed

methodology. Section IV unfolds the results and discussion,

encompassing the performance evaluation of machine

learning models, the influence of the feature selection

method, and the practical applications of the system.

Finally, Section V concludes the paper, summarizing key

findings, and outlining avenues for future research within

this domain.

II. LITERATURE REVIEW

The focus on occupancy data is driven by its potential

to optimize the trade-off between energy consumption

and occupant comfort [1]. The identification of occupancy

within buildings or rooms can be achieved by utilizing

data gathered from various sensors. Analyzing this data

enables the implementation of occupancy detection systems,

allowing for intelligent and adaptive control of building

systems such as lighting, HVAC to optimize energy

consumption while ensuring occupant’s comfort. The

existing studies employ a range of sensors for occupancy

detection, including climate sensors (measuring humidity,

temperature, and CO2 levels) [8-10], mobility sensors

(such as passive infrared, Bluetooth low energy [11], GPS,

and Wi-Fi sensor [12]), smart meters (for energy and

water) [13], and cameras [14]. Nevertheless, owing to

privacy apprehensions, camera sensors are less preferred

[10, 15]. Consequently, this research concentrates on

harnessing climate sensors, specifically those measuring

temperature, humidity, light, and CO2.

Several studies utilizing climate sensors have employed

machine learning models for detecting room occupancy.

Table 1 presents a summary of prior research that utilized

machine learning for occupancy detection. The studies

listed in Table 1 demonstrate promising performance,

indicating the effectiveness of climate sensors in

occupancy detection [8, 16-21]. However, many of these

studies lack real-life experimentation. Therefore, our

research not only proposes a method to enhance the

performance of occupancy detection systems but also

includes practical implementation to address this gap.

No prior research has explored the combination of

timestamp features, ANOVA feature selection, and RF

classifiers for occupancy detection. This study addresses
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this gap by proposing the integration of these three methods

to enhance the accuracy of occupancy detection. The

contributions of this study can be summarized as follows:
● Introduction of the timestamp as a promising feature

for occupancy detection.
● Integration of the timestamp feature, ANOVA feature

selection, and RF for improved occupancy detection.
● Executing the feasibility of our proposed model for

the web-based occupancy detection system.

III. METHODOLOGY

The illustrated model in Fig. 1 employs data from IoT

sensors, encompassing variables such as temperature,

humidity, light, and CO2. Subsequent to data collection, a

data preprocessing step is implemented to eliminate

inconsistent data and substitute missing values with

averages or medians through data imputation. In the

feature extraction phase, supplementary timestamp features

are derived. ANOVA feature selection is applied to

identify crucial features, instrumental in predicting room

occupancy. The RF algorithm is employed for occupancy

prediction, and model performance is assessed by

comparing it with alternative machine learning models.

To conduct model evaluation, a hold-out method is

employed, with 70% of the dataset allocated for training

and the remaining portion for testing. Following training,

the trained model is seamlessly integrated into a web-

based application, facilitating straightforward utilization

by administrators and staff.

A. Dataset

While this research involved data collection and real-

world application of the system, a public dataset was

utilized to test and evaluate the proposed machine learning

model. To construct a predictive model, a dataset suitable

for indoor settings provided by a previous study was

utilized [2]. This dataset was curated based on two

distinct room conditions: one with occupants and another

without occupants. For conditions with occupants, data

reflecting room variables like temperature, humidity,

light, humidity ratio, and CO2 is stored in the database,

and the associated sensor data is labeled as "1." Similarly,

for uninhabited conditions or "label 0," sensor data

representing this state is stored for subsequent analysis. A

total of 8,143 sensor data points were gathered, featuring

average values of 20.619 for temperature, 25.731 for

humidity, 119.519 for light, 0.0038 for humidity ratio,

Table 1. Studies utilizing machine learning for occupancy detection using climate sensor 

ML model Year Sensors used Accuracy (%)

RBF [16] 2012 CO2, L, H, T, S, PIR 87.62

AE [17] 2017 CO2, L, H, T 98.88

LSTM and RNN [18] 2019 CO2, H, T, P, PIR, camera 70.00

CNN and LSTM [19] 2020 CO2, H, T, AP 95.42

LSTM [20] 2021 CO2, H, T, L 96.80

AE [21] 2021 CO2, H, T, L 94.50

PI-PRM [8] 2021 CO2, T 97.00

RBF: radial basis function, AE: autoencoder, LSTM: long short-term memory, RNN: recurrent neural network, CNN: convolutional neural network,

PI-PRM: physics-informed pattern-recognition machine, CO2: carbon dioxide, H: humidity, L: light, P: power, PIR: passive infrared S: sound, T:

temperature, AP: air pressure.

Fig. 1. Proposed machine learning model to detect room
occupancy. Fig. 2. Room occupancy dataset presented in time series charts.
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and 606.546 for CO2. Researchers have systematically

compiled and stored data associated with the unoccupied

room condition, as depicted in Fig. 2, for analysis.

The significance of features indicates the connection

between attributes and the condition of the room. To

explore this relationship, we employed Pearson correlation

coefficient, ranging from -1 to +1. A negative or positive

value signifies a negative or positive correlation, and a

greater absolute value indicates a stronger correlation.

Attributes with a high correlation to the output class can

be employed as input features to enhance the accuracy of

the prediction model. Fig. 3 illustrates that light, CO2,

and temperature exhibit a strong positive correlation with

the class, while humidity demonstrates a weak correlation.

B. Timestamp Features 

The gathered sensor data comprised temperature, humidity,

light, humidity ratio, and CO2, each recorded with

corresponding date and time information at 1-minute

intervals. Moreover, we introduced timestamp features in

our study, specifically the “hour of the day” and “part of

the day,” extracted from the date and time column. The

delineation of "part of the day" encompassed categories

like early morning (4 < x ≤ 8), morning (8 < x ≤ 12),

afternoon (12 < x ≤ 16), evening (16 < x ≤ 20), night (20

< x ≤ 24), and late night (x ≤ 4). Through label encoding,

we assigned numerical representations to these categories:

"early morning" as 0, "morning" as 1, "afternoon" as 2,

"evening" as 3, "night" as 4, and "late night" as 5. The

inclusion of additional timestamp features, such as the

hour of the day and part of the day, in our final dataset is

illustrated in Fig. 4.

C. ANOVA Feature Selection 

ANOVA feature selection, when used in conjunction

with correlation analysis, offers a robust method for

identifying the best features for machine learning models.

ANOVA assesses the statistical significance of variance

between different groups or classes within a dataset,

enabling the identification of features that exhibit significant

differentiation among the groups. 

In this feature selection context, the F-value derived

from ANOVA serves as a key metric [22]. The F-value

reflects the ratio of variance between group means to

variance within groups. A higher F-value suggests that

the means of different groups are significantly different,

indicating the importance of the associated feature in

distinguishing between these groups. By considering F-

values alongside correlation analysis, one can prioritize

features that not only have significant variance across

classes but also exhibit low correlations with each other.

This comprehensive approach ensures the selection of

non-redundant, highly informative features, enhancing

the model's ability to capture relevant patterns and

relationships in the data. Fig. 5 displays the significance

of features determined by the F-value computed through

ANOVA in our dataset. Ultimately, we opted for the five

highest features—namely, light, CO2, temperature, part of

the day, and humidity ratio—for in-depth analysis.

D. Random Forest 

The RF algorithm is a classification technique that

combines decision trees [23]. This method involves

Fig. 3. Attribute correlation for room occupancy dataset.

Fig. 4. Additional timestamps feature in our dataset.
Fig. 5. The feature importance is presented by ANOVA for each
feature.



Room Occupancy Detection Based on Random Forest with Timestamp Features and ANOVA Feature Selection Method

Sahirul Alam et al. 14 http://jcse.kiise.org

constructing individual decision trees by randomly

selecting a subset of attributes at each node for making

splits. The process operates as follows: given a training

dataset (D), the number of trees (T) in the model, a

subspace dimension (d), and the available features (F), a

bootstrapped sample (D
t
) is derived from the original

dataset (D). This sample includes certain records from

the original dataset multiple times and excludes others.

Subsequently, a subset (d) of attributes is randomly chosen

from the bootstrapped sample (D
t
) to be considered as

candidates for splits at each node. The decision tree

classifier is trained on this bootstrapped sample (D
t
)

along with the selected attributes (d), and it is grown to

its maximum extent without pruning. This process is

repeated for all trees within the forest. During the

classification phase, each tree contributes its vote, and the

most prevalent class is assigned as the predicted outcome.

RFs can address various challenges faced by decision

trees, such as preventing overfitting and minimizing

variance. The input attributes in this study include light,

CO2, temperature, humidity ratio, and part of the day. The

random forest model consists of 100 trees (T), five

attributes (F), and it utilizes the Gini index to make splits

with the reduced number of attributes (d).

Machine learning models were employed for room

occupancy classification, implemented in Python using

XGBoost and Scikit-learn, with default parameters provided

by Scikit-learn [24]. Model evaluation followed a hold-

out method with a 70:30 ratio for training and testing. 

Table 2 depicts the confusion matrix, a crucial instrument

for evaluating a classifier's performance. Accurately

classified data is denoted by true positive (TP) and true

negative (TN), whereas inaccurately classified data is

represented by false positive (FP) and false negative (FN).

In this specific dataset, occupied rooms are designated

the label 1, while empty rooms are assigned the label 0.

Essential performance metrics, such as accuracy (%),

precision (%), sensitivity or recall (%), and specificity

(%), were calculated using the hold-out method. Table 3

showcases the performance metrics of the classification

model.

IV. RESULT AND DISCUSSION 

A. Performance of Machine Learning Models 

In this study, we utilized supervised machine learning

methods to identify room occupancy. This used input

data from an IoT sensor device, including temperature,

humidity, light, and CO2. We introduced timestamp

features such as “hour of the day” and “part of the day,”

derived from the date and time column. Additionally, we

applied a feature selection method based on ANOVA to

choose essential features. Our study focused on assessing

the performance of the proposed model in comparison to

other machine learning models.

Various classification models, such as logistic regression

(LR), k-nearest neighbor (KNN), decision tree (DT),

adaptive boosting (AdaBoost), eXtreme gradient boosting

(XGBoost), support vector machine (SVM), and multilayer

Table 4. Performance evaluation results 

Method Accuracy (%) Precision (%) Recall (%) Specificity (%) F1-score (%)

Logistic regression 98.649 97.276 98.789 98.789 98.008

KNN 99.426 99.073 99.212 99.212 99.142

Decision tree 99.386 98.912 99.256 99.256 99.083

AdaBoost 99.222 98.538 99.152 99.152 98.841

XGBoost 99.549 99.222 99.431 99.431 99.326

SVM 98.853 97.431 99.273 99.273 98.315

MLP 99.386 98.716 99.469 99.469 99.087

Proposed model 99.713 99.467 99.676 99.676 99.571

Table 2. Classifier confusion matrix 

Predicted class

1 0

Actual class 1 TP FN

0 FP TN

Table 3. Classifier model performance metrics 

Metric Formula

Accuracy

Precision

Specificity

Sensitivity/Recall

TP TN+ 

TP TN FP FN+ + + 
-------------------------------------------------

TP

TP FP+ 
------------------------

TN

TN FP+ 
------------------------

TP

TP FN+ 
------------------------
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perceptron (MLP), were employed. The results presented

in Table 4 illustrate the diverse performances of these

models in terms of accuracy, precision, recall, and F1-

score. The findings indicated that our proposed model

demonstrated superior performance compared to alternative

models, achieving improvements of up to 99.713% in

accuracy, 99.467% in precision, 99.676% in recall, 99.676%

in specificity, and 99.571% in F1-score.

The performance of our machine learning model for

room occupancy detection is outstanding, as all evaluation

metrics exceed 97%. This includes accuracy, which indicates

that the model correctly classifies room occupancy in

over 98% of cases. Moreover, precision, a measure of the

model's ability to avoid false positives, also exceeds 97%,

ensuring minimal incorrect identifications of occupancy.

The F1-score, which balances precision and recall, is also

consistently above 98%, indicating the model's robustness

and effectiveness in detecting room occupancy while

maintaining a low rate of false alarms.

B. Impact of Feature Selection Method on
Model Accuracy

Fig. 6 illustrates the impact of incorporating timestamp

features and utilizing ANOVA-based feature selection on

the accuracy of classification models. The results indicate

a decline in accuracy for decision tree, AdaBoost, and

XGBoost models. Conversely, the suggested RF model

exhibits an enhanced accuracy of up to 0.164% when

timestamp features are integrated and ANOVA-based

feature selection is employed. This underscores that the

removal of insignificant features led to an improvement

in RF accuracy.

The RF model demonstrates a noteworthy improvement

in accuracy, affirming the effectiveness of incorporating

timestamp features and employing ANOVA-based feature

selection. This enhancement implies that the selected

features, influenced by the temporal dimension and

ANOVA analysis, contribute positively to the RF model's

ability to discern patterns and make accurate predictions.

The marginal increase of 0.164% in RF accuracy may

seem modest, but it highlights the sensitivity of the model

to feature selection. Even small improvements can be

significant, especially in applications where precision is

crucial, such as occupancy detection systems. This finding

emphasizes the nuanced interplay between feature

relevance and model performance.

Furthermore, the success of the proposed RF model

serves as a practical example of the potential benefits of

feature optimization in machine learning applications.

The ability to enhance accuracy by removing insignificant

features not only improves the model's predictive

capabilities but also contributes to a more streamlined

and efficient system.

C. Practical Application

This study aims to develop a web-based system that

employs a machine learning model to precisely detect

room occupancy. By utilizing a machine learning-based

predictive model, it is possible to accurately discern

whether there is an occupant inside the room or not.

Occupancy detection employs various sensors, including

temperature, humidity, light, and CO2 sensors, through

the implementation of IoT technology. In this study, the

IoT system utilizes a wireless router as the IoT gateway

and a mini-PC serving as both the IoT broker and server.

Fig. 7 illustrates the IoT hardware components utilized in

this research.

The web-based monitoring system was constructed

using the PHP programming language and a MySQL

database on the server side. Python was employed for the

REST API and machine learning model. The predictive

model was established using the Flask web framework

and the Scikit-learn library on the server side. The interface

depicted in Fig. 8 showcases the real-time display of

sensor data, enabling managers to monitor the conditions

within the room.

Fig. 6. Impact of timestamp and feature extraction method on
model accuracy. Fig. 7. IoT hardware for occupancy detection.
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The development of a web-based system employing a

machine learning model for precise room occupancy

detection has numerous benefits that significantly impact

various aspects of building management and resource

optimization. One key benefit lies in enhanced energy

efficiency. By accurately discerning whether a room is

occupied or not, the system can intelligently control

lighting, heating, and ventilation systems, ensuring they

are activated only when necessary. This targeted approach

to resource utilization not only contributes to substantial

energy conservation but also aligns with sustainable and

eco-friendly practices.

Additionally, the web-based monitoring system's real-

time display of sensor data, as depicted in Fig. 8, empowers

managers with valuable insights into the conditions

within the room. This not only facilitates proactive

decision-making but also enables a deeper understanding

of room utilization patterns over time. Managers can

leverage this information to make informed adjustments

to space layouts, usage policies, or even building design,

leading to more efficient and user-friendly environments.

Furthermore, the integration of a machine learning

model into the occupancy detection system contributes to

the overall system reliability. Traditional systems may be

prone to false positives or negatives, leading to inaccuracies

in occupancy detection. The predictive capabilities of

machine learning models, when trained with diverse and

representative datasets, can significantly improve the

accuracy and reliability of occupancy detection. This, in

turn, minimizes disruptions caused by incorrect occupancy

assessments and enhances the overall effectiveness of

building management strategies.

V. CONCLUSION 

The proposed RF model, incorporating timestamps

features and ANOVA feature selection, successfully

identified room occupancy using a dataset obtained from

IoT sensors measuring temperature, humidity, light, and

CO2 levels. Timestamp features, derived from the date

and time column, including time of day and part of the

day, were introduced. ANOVA analysis identified five

crucial features —light, CO2, temperature, humidity

ratio, and part of the day—which were employed as

inputs for the proposed RF model.

The results demonstrated that the proposed model

surpassed alternative models (LR, KNN, DT, AdaBoost,

XGBoost, SVM, and MLP) by impressive margins,

achieving improvements of up to 99.713%, 99.467%,

99.676%, 99.676%, and 99.571% in accuracy, precision,

recall, specificity, and F1-score, respectively. The trained

model holds promise for integration into web-based

systems for real-time house condition monitoring and

room occupancy prediction.

Future work will involve evaluating IoT sensor perf-

ormance under diverse conditions. Additionally, exploring

extra IoT sensors as inputs for the classification model is

warranted. Further research may include comparing the

proposed model with other classification models and

presenting findings on feature extraction and selection

methods in the coming phases.
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