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Abstract
Information overload and complex user interactions make it difficult to retrieve valuable data. Recommendation systems

have become crucial in addressing this challenge by providing users with relevant information and items. Collaborative

filtering-based recommendation methods, which are commonly used in this context, often suffer from data scarcity, thus

limiting their effectiveness for users with insufficient interaction data. To overcome this problem, knowledge graphs

have been integrated into recommendation systems to enhance user and item representation through the implementation

of additional semantic relatedness. Despite their potential utility, most recommendation models assume binary relations

within knowledge graphs, thereby overlooking the high-order relationships that are prevalent in knowledge graphs.

Knowledge hypergraphs, which can capture complex and multi-dimensional relationships, offer a solution to this limita-

tion. This paper proposes KHG-Aclair, a novel recommendation system that leverages hypergraphs to uncover hidden

features within knowledge graphs, thus enhancing recommendation accuracy and insight. We have transformed the Free-

base knowledge graph into a knowledge hypergraph and made this dataset publicly available. KHG-Aclair also incorpo-

rates contrastive learning to refine the knowledge hypergraph, thus reducing noise and improving representation for less

popular items. Altogether, our model demonstrates strong generalizability, as it achieves high performance across multi-

ple datasets, thus indicating that it can serve as a versatile solution for various recommendation systems. Our implemen-

tation codes are available at https://github.com/HBD-NGC1316/KHG-Aclair.

Category: Smart and Intelligent Computing

Keywords: Recommendation system; Self-supervised learning; Contrastive learning; Knowledge hypergraph;

Knowledge graph

I. INTRODUCTION

The continued advancement of the internet has recently

led to the growth of massive online platforms, resulting

in information overload and an explosion of data. This

has made it difficult to search for valuable information

due to the increasingly complex interactions between users.

Consequently, recommendation systems have become

increasingly important by providing users with relevant

information and items. Among the various types of

recommendation methods, collaborative filtering is comm-

only used to enhance recommendation accuracy. However,

collaborative filtering-based methods often suffer from

data scarcity, which limits their effectiveness for users with

insufficient interaction data, and the lack of interaction

data hinders the basis for effective recommendations [1-
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3]. To overcome this problem, knowledge graphs have been

increasingly incorporated into recommendation systems

to enhance user and item representation by encoding

additional item-wise semantic relatedness [4-6].

Most recommendation models assume that all relations

in the knowledge graph are binary [7], which limits their

ability to utilize high-order relationships. Observations

from publicly accessible knowledge graphs like Freebase

indicate that over 61% of relations exceed binary connec-

tions [8]. Therefore, to better understand the structural

characteristics of knowledge graphs, it is essential to

consider high-order relationships. While conventional

graphs only identify relationships connecting two entities

via a single edge, hypergraphs define new high-order

relationships through hyperedges, thus enhancing our

understanding of the hidden features within knowledge

graphs. For example, as can be seen in Fig. 1(a), a

conventional graph depicts a structure where each node is

simply connected, such as friend relationships in a social

network. By contrast, a hypergraph, as shown in Fig.

1(b), reveals different relationships that are not found in

simple friend connections. In the context of musical taste,

these hyperedges can represent music genres like R&B,

hip-hop, etc., thus allowing us to discover information

about individual relationships from the perspective of

personal music preferences that are hidden within the

simple social network. Hypergraphs express complex and

diverse relationships among nodes, eventually uncovering

new relationships not visible in conventional graphs. The

ability to reveal hidden relationships in this way is a key

feature of hypergraphs.

Simultaneously, the performance of recommendation

models utilizing knowledge graphs depends heavily on

the refinement of the knowledge graph. When popular

nodes are connected to numerous edges, less popular

items may not receive attention, in turn compromising

the recommendation system's performance. Moreover,

irrelevant information related to items or entities in the

neighborhood nodes of the knowledge graph can trigger

significant noise, further deteriorating performance. These

challenges can be alleviated by employing contrastive

learning [9], which trains the model to differentiate

between similar and contrasting pairs.

Therefore, we propose KHG-Aclair, a knowledge

hypergraph-based attention with contrastive learning for

recommendation systems. KHG-Aclair provides information

by considering complex relationships beyond traditional

binary relations. Hypergraphs can uncover complex and

high-order relationships between nodes that are not

visible in conventional graphs. This new methodology

that is based on attention and contrastive learning offers

better insights, thus allowing for the delivery of more

accurate and useful user recommendations. It is difficult

to handle the complexity of hypergraph data. To address

this, we have developed an algorithm that can be used to

construct a hypergraph from the Freebase dataset. We

have transformed the publicly available knowledge

graph, Freebase, into a knowledge hypergraph to enhance

the performance of the recommendation system, and we

have made this dataset public. This strategic measure is

expected to help improve the efficiency of our reco-

mmendation system while also fostering diversity in the

recommendation system.

The contributions of this paper can be summarized as

follows:

● We propose KHG-Aclair, a novel recommendation

system that leverages hypergraphs to uncover high-

order relationships, ultimately providing more accurate

and insightful recommendations than conventional

graph-based methods.
● Our proposed model incorporates contrastive learning

to effectively refine the knowledge hypergraph,

Fig. 1. Comparison between conventional graphs and hypergraphs.
(a) Conventional graphs represent relationships as single edges
between pairs of entities. (b) Hypergraphs introduce hyperedges
that can connect multiple entities simultaneously, thus capturing
higher-dimensional relationships and eventually revealing deeper
insights within knowledge graphs.
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mitigating noise and improving the representation of

less popular items, thereby enhancing overall reco-

mmendation performance.
● We transform the publicly available Freebase knowledge

graph into a knowledge hypergraph and make this

enriched dataset publicly available, to serve as a

resource for further exploration and development.

Our model demonstrates strong generalizability, as it

achieves high performance across multiple datasets,

making it a versatile solution that is applicable to a wide

range of recommendation systems.

The rest of this paper is organized as follows: Section

II introduces and analyzes related research in this area.

Section III defines the fundamental concepts used in this

study. Section IV provides a detailed description of our

method. Sections V and VI outline the experimental settings

and discuss our model's performance. Section VII explores

future research directions. Finally, Section VIII concludes

this paper.

II. RELATED WORK

A. Knowledge Graph-Enhanced Recommendation

Prior research on knowledge graph-enhanced recommen-

dation systems, such as knowledge graph attention network

(KGAT) [5], knowledge graph convolutional network

(KGCN) [10], and knowledge graph-based intent network

(KGIN) [11], has achieved enhanced rich semantics by

leveraging the relationships between entities. KGAT

recursively propagates embeddings from entities' neighbors

to refine the embeddings, and it also applies an attention

mechanism. KGCN samples neighbors for each user and

item as a receptive field to capture users' potential long-

term interests. KGIN further considers user latent factors

affecting various relationships in the knowledge graph

and injects relational embeddings into the aggregation

layer. Although these studies consider various relations

and capture long-term interests, they do not account for

hyper-relations, which makes it difficult to capture high-

order relations.

B. Contrastive Learning for Recommender
System

Within recommendation systems, self-supervised learning

(SSL) has emerged as a new trend for addressing the data

sparsity problem. Among SSL methods, contrastive learning

acquires mutual information between two representations

by learning positive and negative samples. Neighborhood-

enriched contrastive learning (NCL) [12] attempts to

incorporate contrastive learning into the modeling of

user-item interactions for collaborative filtering. Self-

supervised graph learning (SGL) [13] analyzes the side

effect of contrastive learning on a user-item graph, which

involves mining hard negative examples. It employs

strategies such as node dropout, edge dropout, and

random walks on graph connections. Multi-modal self-

supervised learning (MMSSL) [14] focuses on modeling

user interaction patterns across different modalities, and

the authors of that study propose cross-modal contrastive

learning. Knowledge graph contrastive learning  (KGCL)

[9] suggests that graph-based contrastive learning be used

in knowledge graphs to alleviate noise and long-tail

problems. This approach explores knowledge graph seman-

tics, thus enabling knowledge-guided recommendations

in binary relations.

III. PRELIMINARIES

In this section, we introduce the definition of the

knowledge hypergraph and define the recommendation

task.

A. Knowledge Hypergraph

A knowledge hypergraph is made up of a finite set of

entities E, a finite set of relations R, and a collection of

tuples T . Each tuple  can be expressed as r(z1, z2,

..., zk), where , and each . The number of

elements in each tuple is called the arity |r |. A world

defines the truth that all tuples in T are true, while those

not in T are false. A knowledge hypergraph is formed

from a subset of the tuples  [7].

A knowledge graph, on the other hand, consists of a

finite set of entities E , a finite set of relations R , and a

collection of triples T . Each triple   in T  is expressed as

r(zi, zt), where r  is a relation from R , and each zi is an

entity from E . The key difference here is that, in a

knowledge graph, all relations are binary (|r | = 2), while

in a knowledge hypergraph, relations can have any arity,

thus allowing for more complex relationships.

A hypergraph extends the concept of a traditional

graph by including hyperedges, which can link more than

two nodes [15, 16]. Formally, a hypergraph H is defined

as H = (V, E), where V is the set of nodes denoted as

V = {v1, ..., vi, ..., vn} and E is the set of edges and

hyperedges. The hyperedges are denoted as E = {e1, ...,

ei, ..., em}, with each hyperedge ei connecting two or

more nodes. Because of this, a hypergraph can represent

complex relationships between nodes more effectively

than a conventional graph. 

The structure of a hypergraph H can also be described

using an incidence matrix , where the entries

are defined as follows:

(1)

 T

r R z E

0 

A R
n m





Journal of Computing Science and Engineering, Vol. 18, No. 3, September 2024, pp. 169-180

http://dx.doi.org/10.5626/JCSE.2024.18.3.169 172 Hyejin Park et al.

In a general scenario, each node in a hypergraph may

have a d-dimensional attribute vector. Consequently, the

attributes of all nodes can be represented as X = [x1, x2,

..., xn]
T ; for simplicity, the entire hypergraph can

be denoted as H = (A, X ).

B. Problem Definition

Consider the user set U = {u1, u2, ..., up} and the item

set I = {i1, i2, ..., iq}. The items that a user u has consumed

are represented by C. We use a binary matrix  to

store the interactions between users and items. In matrix

C, cu,i = 1 signifies that user u has consumed item i, while

cu,i = 0 indicates that user u either has not been exposed

to item i or is not interested in it. This paper's focus is on

generating top-K recommendations.

IV. METHODOLOGY

A. Item Knowledge Hypergraph Construction

In this section, we describe how an item knowledge

hypergraph can be constructed from the Freebase knowledge

graph (Fig. 2). The item knowledge hypergraph is a

knowledge hypergraph that contains external knowledge

about items, and the process of constructing it is outlined

in Algorithm 1. We only deal with a 1-hop relation and

nodes related to items from the knowledge graph. While

expanding the search scope might yield more information,

it also introduces too much noise in the process. The

method used to search a 1-hop relation and nodes related

to items follows the approach in [17].

Algorithm 1 takes as input the item set I, the set of

user-item interaction pairs C, and the entity set E consisting

of pairs of items and their corresponding knowledge

graph entities. We also obtain as input the set T  of triples

consisting of 1-hop nodes and relations searched from

entities that are associated with the items i that user u

interacts with. The output of Algorithm 1 is the knowledge

hypergraph matrix A. 

Lines 1-2 extract the common item set I from the

user-item interaction set C, item-entity pair set E, and

knowledge graph triple T to generate the knowledge

hypergraph for these common items. Here, set T

consists of triples of the common item entity i, the

relation r, and the tail entity z, where i is an entity

corresponding to the item, r is the relation, and z is a tail

entity connected to the opposite side of the relation. Lines

3-6 insert tuples of set T  for the common items into a

dictionary D to store the triples of the knowledge graph

related to the items. Lines 7-12 utilize the relations of the

triples associated with items, specifically using them as

indices to store nodes at the corresponding positions.

Lines 13-21 construct the entire matrix of the item

knowledge hypergraph. For each hyperedge r stored in

list L, nodes i and z associated with r are used as

indices to insert a 1 into the initialized two-dimensional

matrix A having 0s. Finally, in line 22, the generated

adjacency matrix of the knowledge hypergraph A is

returned. We also construct item knowledge hypergraphs

for three recommendation system evaluation datasets.

The statistics for these datasets are presented in Table 1.

B. Hypergraph Attention Layer

Existing knowledge graph-based recommendation models

often assume that all relations in the knowledge graph are

R
n d



R R
p q



Fig. 2. The structure of our proposed model, KHG-Aclair, is as follows: we first convert the knowledge graph into a hypergraph and
extract features through an attention layer. We then optimize these extracted features during the learning process by combining them
with user and item information using contrastive learning.
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binary. However, transforming high-order relationships

into binary relations often fails to yield satisfactory results,

thus necessitating the development of a knowledge

hypergraph-based recommendation system model.

Our model is inspired by hypergraph graph attention

(HyperGAT) [18], which is implemented using a dual-

attention mechanism. This mechanism not only captures

interactions among high-order relationships during the

learning process of node representations but also allows

for other granular details to be emphasized. Moreover,

the layers of HyperGAT implement two functions: one

for representing the features of nodes and another for

representing the features of hyperedges (Eqs. 2, 3) as

follows:

(2)

The function fv aggregates the features of node v to the

hyperedge e. Ve represents the set of nodes connected to

the hyperedge e, and AGGRv is the function that

aggregates the features of nodes into the hyperedge.

(3)

Table 1. Experiment statistics for the KHG-Aclair dataset

MovieLens Last FM Amazon-Book

Number of users 943 971 11,504

Number of items 1,405 4,913 3,852

Sparsity 0.0668 0.00639 0.00080

Knowledge hypergraph

Hyper edges 470 145 312

Nodes 392,849 7,352,735 94,374
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fe(v) represents the features of node v, which are

obtained by aggregating the features of hyperedge e

connected to v. Ev denotes the set of hyperedges connected

to node v, while AGGRe is the function that aggregates

the features of hyperedges into nodes.

C. Hypergraph Embedding Generation and
Dimensionality Reduction

In this section, we describe the process by which node

embeddings associated with items are generated based on

graph embeddings that are produced by the hypergraph

attention layer (HGAT). We also explain the method of

dimensionality reduction of the embeddings using principal

component analysis (PCA) [19]. The graph embeddings

generated through the HGAT consider the features of

each node, incorporating information within the graph

structure. These embeddings are defined by the following

Eq. (4):

(4)

Here, Hv is the embedding matrix representing the

features of the nodes, He

T is the transposed edge

embedding matrix, and  denotes the embedding

matrix obtained through the graph attention layer. Next,

for each item i, the embeddings are extracted using the

indices of the associated nodes. This is expressed by

Eq. (5) as follows:

(5)

Here, v1, v2, ..., vk represent the indices of the nodes

associated with item i. By extracting the embeddings of

the nodes associated with each item, , we can

represent the characteristics of the item within the graph

structure. Then, for each item, the embeddings are reco-

nstructed into a two-dimensional form, and dimensionality

reduction is performed using PCA. This can be expressed

using the following Eq. (6):

(6)

Here,  represents the reduced embeddings

obtained through PCA,  is a diagonal matrix with

singular values as its diagonal elements, and  represents

the matrix of eigenvectors obtained through PCA. s denotes

the number of dimensions to which the embeddings are

reduced. By defining the final dimensionally reduced

embeddings as = , we can effectively summarize

the information of nodes associated with items and

ultimately represent the embedding space more efficiently

through dimensionality reduction.

D. Knowledge Hypergraph Integration and
Contrastive Learning

Contrastive learning serves as a framework for integrating

knowledge hypergraphs and enhancing user and item

representations. Contrastive learning can be used to handle

various relationships within knowledge hypergraphs,

expand data, suppress noise, and leverage external signals

to improve model flexibility. Our contrastive learning

framework draws inspiration from KGCL [9].

According to the proposals made by KGCL, we combine

KHG embeddings and contrastive learning to evaluate

the consistency of items and identify items that are less

sensitive to structural changes. By leveraging item

consistency scores, we augment the user-item interaction

graph and learn the representations of items and users

through co-contrastive learning. In this process, while

following the prior ranking model [9, 20], the KHG-

Aclair leverages the Bayesian personalized ranking (BPR)

recommendation loss Lb. Following the prior study [9],

we adopt a contrastive loss Lc based on the InfoNCE [21]

loss in our model. We improve the accuracy and

robustness of the recommendation system by combining

BPR loss and contrastive loss.

The overall loss function to train our contrastive

learning model can be expressed as follows:

(7)

where 1 and 2 are hyperparameters that are used to

control the weights of self-supervised signals and regula-

rization terms.  represents the learnable model para-

meters.

V. EXPERIMENTS

A. Experimental Setup

All models and algorithms are implemented using

Python 3.8 and PyTorch 1.9. We conduct the experiments

on an Ubuntu 20.04 LTS System server with a 48-core

CPU, 512 GB RAM, and an NVIDIA RTX A5000 GPU.

The experiments were repeated 10 times, and the best

result was selected. We optimize our model with the

Adam optimizer and fix the embedding size at 200. To

find the optimal set of hyperparameters for KHG-Aclair,

we use Bayesian hyperparameter optimization Optuna

[22], which is designed to accelerate the tuning process

for each dataset. Specifically, the learning rate is tuned

within the range of [1e-5, 1e-2], while the batch size and

the dropout rate are searched within the ranges of [512,

4096] and [0.0, 0.5], respectively. We select the contrastive

loss balance parameter 1 from the range [0.0, 1.0].

H R
n d



P R
k d



R
s d



P̂
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B. Datasets

To achieve a diverse and representative evaluation, we

conducted experiments on three different real-world

datasets: Amazon-Book for book recommendations, Last

FM for music recommendations, and MovieLens 1M for

movie recommendations. The Amazon-Book dataset is a

dataset that is widely utilized for recommendation systems;

we specifically focused on a subset covering timestamps

from January 2014 to December 2014. The Last FM

dataset used in our study was released by KGAT [5]. The

MovieLens 1M dataset includes user IDs, movie IDs, and

timestamps. After preprocessing the three datasets, we

mapped their items to Freebase entities. Freebase [9, 17]

is a Knowledge Base Dataset that is maintained by

Google Inc., and which stores triples in the form of

<head, relation, tail>. In constructing the knowledge

hypergraph, we collected entities within one hop, as

modeling two or more hops often leads to excessive

computational time and noise. To mitigate noise issues,

we also filter out KHG entities involved in less than 10

relations. We used 80% of the ratings from each dataset

for training and the remaining 20% for testing. Table 1

summarizes the statistics of user-item interactions and

knowledge hypergraphs for the three evaluation datasets.

C. Baselines

To demonstrate the effectiveness of our approach, we

compare the performance of our proposed KHG-Aclair

with those of knowledge graph-based recommendation

methods. The hyperparameter settings for the baselines

were tuned according to the papers in which they were

originally described. The methods are briefly introduced

as follows:

KGCL [9]: This aims to provide graph contrastive

learning for knowledge graphs to reduce potential knowledge

noise. The knowledge graph contrastive learning signals

are introduced to train unbiased user-item interactions.

KGRec [23]: This model is a state-of-the-art method

based on knowledge guidance in recommendation, which

improves performance by using a masking and reconstruction

module to emphasize rational knowledge. This knowledge

is further used to facilitate knowledge-aware cross-view

contrastive learning

VI. RESULTS AND ANALYSIS

A. Evaluation Metrics

To evaluate the performance of our model, we used three

major metrics adopted from other studies: Recall@N,

Precision@N, and NDCG@N [5, 9, 23]. Each metric

makes its evaluations based on the average results for all

users in the test set. Here, N is set to 20 by default.

Recall@N measures the proportion of relevant items

among the top N items recommended by the model, thus

indicating how many relevant items the model successfully

identified. Precision@N indicates the proportion of

relevant items among the top N items recommended, thus

assessing the accuracy of the model's recommendations.

Lastly, NDCG@N measures the validity of the order of

recommended items, with higher weights given to items

that are ranked higher, thus evaluating the overall quality

of the recommendations. These metrics allow us to

evaluate the model's performance from multiple perspectives,

ultimately contributing to more objective comparisons of

our model's performance with that of other studies.

B. Overall Performance

In this section, we evaluate the performance of our

proposed model, KHG-Aclair, in comparison to the

baseline models KGCL and KGRec when used with each

of three datasets: Amazon-Book, Last FM, and MovieLens

(Figs. 3–5).

Fig. 3. Training loss and evaluation metrics evolution over epochs on Amazon-Book dataset: (a) loss, (b) precision, (c) recall, and (d)
NDCG.
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1) Amazon-Book dataset

As can be seen in Table 2, In the Amazon-Book

dataset, the KHG-Aclair model outperformed the other

two models in all evaluation metrics. For Recall, KHG-

Aclair scored approximately 3.5% higher than KGCL

and 15.8% higher than KGRec. For Precision, KHG-

Aclair surpassed KGCL by about 4.3% and KGRec by

about 18.2%. For NDCG, KHG-Aclair was about 7.1%

higher than KGCL and 30.9% higher than KGRec.

This superior performance of the KHG-Aclair model,

which utilizes a knowledge hypergraph, can be attributed

to the unique characteristics of the Amazon-Book

dataset. The knowledge hypergraph effectively captures

complex relationships between different book items

such as authors, genres, and other information. These

multifaceted connections allow for a more nuanced

understanding of user preferences and item similarities.

As a result, the model excels in retrieving relevant items,

thus ensuring that there is a high proportion of relevant

items among those retrieved, as well as in ranking these

items appropriately, which leads to improved recommen-

dation quality.

2) Last FM dataset

As can be seen in Table 2, in the Last FM dataset, the

KHG-Aclair model also demonstrated superior performance

across all metrics. For Recall, KHG-Aclair was about

2.5% higher than KGCL and 13.1% higher than KGRec.

For Precision, KHG-Aclair was about 6.1% higher than

KGCL and 16.3% higher than KGRec. For NDCG, KHG-

Fig. 5. Training loss and evaluation metrics evolution over epochs on MovieLens dataset: (a) loss, (b) precision, (c) recall, and (d) NDCG.

Fig. 4. Training loss and evaluation metrics evolution over epochs on Last FM dataset: (a) loss, (b) precision, (c) recall, and (d) NDCG.

Table 2. Comparison of performance metrics for KHG-Aclair and baseline models (KGCL, KGRec) across Amazon-Book, Last FM, and
MovieLens datasets

Amazon-Book Last FM MovieLens

Recall Precision NDCG Recall Precision NDCG Recall Precision NDCG

KGCL 0.4289 0.0269 0.2396 0.2472 0.0786 0.1998 0.2486 0.1415 0.2388

KGRec 0.3834 0.0237 0.1962 0.2241 0.0717 0.1709 0.3569 0.2557 0.3863

KHG-Aclair 0.4468 0.0282 0.2673 0.2560 0.0841 0.2139 0.3544 0.2503 0.3920

The best performance for each metric is highlighted in bold.
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Aclair surpassed KGCL by about 6.2% and KGRec by

24.2%.

The enhanced performance of the KHG-Aclair model

here can be attributed to the fact that the model is

particularly well-suited to the Last FM dataset due to its

intricate structure. The knowledge hypergraph has the

ability to model the relationship between music items'

diverse musical genres and artist connections. Under-

standing these complex, multi-dimensional relationships

allow it to capture deeper insights into user preferences

and item similarities. This shows that the KHG-Aclair

model provides more accurate music recommendations

and ranks them more effectively in the Last FM dataset.

3) MovieLens dataset

As can be seen in Table 2, in the MovieLens dataset,

while KHG-Aclair achieved the highest performance in

NDCG, KGRec slightly outperformed it in both Recall

and Precision. For Recall, KHG-Aclair was about 0.9%

lower than KGRec but 42.3% higher than KGCL. For

Precision, KHG-Aclair was about 2.6% lower than

KGRec but 76.0% higher than KGCL. For NDCG, KHG-

Aclair was about 1.4% higher than KGRec and 64.1%

higher than KGCL.

Despite its slightly lower Recall and Precision scores

compared to KGRec, the higher NDCG score of KHG-

Aclair indicates that it provides the best ranking quality

of recommendations in the MovieLens dataset. This

indicates that the KHG-Aclair model ultimately provides

the best ranking quality of recommendations in the

MovieLens dataset, thus demonstrating its superior overall

recommendation quality compared to KGRec.

4) Summary

Overall, the KHG-Aclair model demonstrated the best

performance across all evaluation metrics in the Amazon-

Book and Last FM datasets, while it achieved the highest

performance in NDCG in the MovieLens dataset. These

results indicate that the KHG-Aclair model consistently

delivers high performance across various domains, parti-

cularly in terms of recommendation quality and ranking.

This underscores the KHG-Aclair model's effectiveness in

enhancing user experience and providing more accurate

and relevant recommendations. The superior performance

of our model can be attributed to its ability to capture

complex real-world relationships through the use of a

hypergraph. By leveraging contrastive learning, the model

benefits from improved representation learning, which

enhances its recommendation capabilities. Taken together,

these results confirm the effectiveness of our approach in

developing a robust recommendation system.

C. Training Behavior Analysis of KHG-Aclair
Model

It is crucial to visualize the optimization of loss value

and evaluation metrics during the training process to

further improve the model. In this section, we analyze the

training behavior of the KHG-Aclair model to understand

its performance and identify potential improvements.

1) Amazon-Book

The model's loss consistently decreased during the

initial epochs and then stabilized after epoch 90. This

trend indicates effective parameter tuning, reduced errors,

and improved generalization over time. Precision slightly

increased from approximately 0.026 initially to about

0.028 later on, indicating the model's enhanced ability to

predict the positive class more accurately and reduce

false positives. Recall rose from about 0.425 initially to

around 0.45 later, suggesting improved accuracy in

predicting a higher proportion of the actual positive class.

Lastly, NDCG improved from around 0.23 initially to

about 0.27 later, demonstrating better performance in

ranking predictions as well as in accurately reflecting user

preferences and relevance. These gradual improvements

in the precision, recall, and NDCG metrics indicate that

the model effectively learns and adapts over time. The

continued fine-tuning of model parameters after stabilization

in loss post-epoch 90 presents the possibility of optimizing

performance without overfitting.

2) Last FM

The KHG-Aclair model demonstrates consistent

improvements across various evaluation metrics on the

Last FM dataset, showing that it effectively learns from

data to enhance its recommendation performance. Starting

from initially high loss values, it gradually decreased, thus

indicating effective learning and parameter adjustment to

minimize prediction errors. Precision started around 0.078

and increased progressively to about 0.084 by epoch 165.

This improvement signifies the model's enhanced accuracy

in predicting relevant positive cases. The recall metric

began around 0.235 and rose to approximately 0.256 by

epoch 165, indicating the model's improvement in

identifying actual positive instances. NDCG, which is a

crucial metric for evaluating ranking prediction quality,

started around 0.194 and increased to about 0.214 by

epoch 165. This continual enhancement reflects the model's

ability to improve recommendation rankings, which is

essential for an effective recommendation system. In

conclusion, the KHG-Aclair model demonstrates promising

improvements in loss, precision, recall, and NDCG

metrics on the Last FM dataset, altogether showcasing its

effective learning and adaptation capabilities.

3) MovieLens

The KHG-Aclair model demonstrated continuous

improvement across various metrics during the training

process on the MovieLens dataset, indicating effective

learning and enhancement in recommendation performance.

The model initially had high loss values, but its loss was
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gradually reduced as the number of epochs increased,

thus indicating effective data assimilation. Moreover, the

precision, which was initially low, increased over time,

indicating that the model is providing more relevant

recommendations to users. The recall also improved,

indicating that the model enhanced its ability to identify

and recommend more items compared to its early stages,

implying a greater inclusion of movies that users are likely

to prefer. The NDCG metric also showed improvement

compared to its initial values, indicating the model's

efforts to enhance the ranking of recommendation results

and increase user satisfaction. Overall, the KHG-Aclair

model consistently improved across metrics such as loss,

precision, recall, and NDCG on the MovieLens dataset.

These results demonstrate the model's effectiveness in

learning from diverse movie data and optimizing

recommendation performance.

4) Summary

The training results of the KHG-Aclair model across

three datasets indicate consistent improvement in all

metrics as the number of epochs increases. This suggests

that the model learns progressively and enhances its

prediction accuracy and ranking quality over time. These

results support the superior learning ability of the KHG-

Aclair model and its applicability across diverse datasets.

VII. FUTURE DIRECTIONS

For future research, while our current implementation

generates the knowledge hypergraph based on 1-hop

connections for computational efficiency, we plan to

extend and refine the knowledge hypergraph by including

larger and more complex structures. We will also ensure

that these enhanced knowledge hypergraphs maintain

computational efficiency. We will also integrate contextual

features such as user demographics, temporal dynamics,

or product attributes to enrich recommendation accuracy

and relevance. This expansion will further enhance the

recommendation system's learning and performance, thus

paving the way for more sophisticated and accurate

recommendations.

VIII. CONCLUSION

In conclusion, our proposed KHG-Aclair system addresses

challenges in recommendation systems by leveraging

knowledge hypergraphs to capture intricate relationships

that are often overlooked when using traditional methods.

This approach enhances recommendation accuracy through

an attention mechanism and contrastive learning. By

transforming the Freebase into a knowledge hypergraph and

making it publicly available, we demonstrate significant

advancements in recommendation performance that are

expected to serve as valuable resources for future research

and development. The KHG-Aclair model consistently

excels across diverse datasets, thus underscoring its

versatility and potential for various recommendation

scenarios. This adaptability enhances user experience by

delivering precise and relevant recommendations across

domains.
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