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Abstract
Centralized learning, which requires data to be collected in a central location, is ill-suited to meet the requirements of

stricter regulations on data privacy and security. Federated learning provides solutions to this problem, enabling a model

to be trained across a group of clients while maintaining the privacy of each client’s data. When a client has small-sized

labeled data from a part of the classes with large-sized unlabeled data, referred to as a multi-positive and unlabeled learn-

ing problem, leveraging unlabeled data can improve the performance of the global model aggregated from the local mod-

els of the clients. In this paper, we propose a federated learning method for multi-positive and unlabeled data using an

ensemble of one-positive and unlabeled learning models. We construct an ensemble of positive and unlabeled learning

models for each positive class in clients, which is trained as a binary classifier on one positive class with small-sized

labeled data and one negative class consisting of all remaining data. The ensemble collected from all clients is used to

extend the labeled data of each class in clients. The experimental results using image and text data show that the pro-

posed method improved the performance for small-sized multi-positive and unlabeled federated learning. 
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I. INTRODUCTION

Traditionally, a machine learning model is expected to

learn from data stored in a central location, but with stricter

regulations on data privacy and safety, the paradigm is

shifting from centralized learning to federated learning.

Instead of storing all data in a centralized location,

federated learning involves training a machine learning

model collaboratively with participants with the collected

data kept locally, preserving data privacy [1, 2]. Federated

learning has been a hot research topic recently with

applications in various areas such as medical, financial,

and industrial domains [3-5]. 

In federated learning, a server keeps a global model

and updates it iteratively by sending parameters of the

global model to participating clients, receiving the

parameters of the models updated locally in clients, and

aggregating them [6]. However, when the data distribution

in clients is non-independent and identically distributed

(non-IID), local models on clients can diverge and their

aggregated model may require additional rounds of

communication to reach the expected performance level
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[2, 7, 8].

Moreover, clients can have small-sized labeled data

belonging to a part of classes and large-sized unlabeled

data. This problem is called multi-positive and unlabeled

learning (MPUL), while positive and unlabeled learning

generally refers to a learning problem on labeled data

from one positive class and unlabeled data from the

positive and the negative classes. MPUL is also different

from semi-supervised learning which generally assumes

a situation where small labeled data and unlabeled data

exist for each class. Fig. 1 illustrates the examples of

MPUL and semi-supervised learning. In Fig. 1(a), which

describes MPUL, client 1 has labeled data of class , ,

but client 2 has labeled data of class , . In Fig. 1(b),

for semi-supervised learning, two clients have labeled

data from all three classes , , .

Recently, Lin et al. [9] proposed FedPU, a federated

learning method for MPUL, where information for negative

classes without labeled data in one client is derived from

labeled data of those classes in other clients. They showed

that FedPU can achieve higher performance compared to

other semi-supervised federated learning methods. However,

when the amount of labeled data of positive classes in

clients is small, it cannot give enough information for the

negative classes of other clients. In this paper, we propose

a method for federated learning with small-sized multi-

positive data and large unlabeled data. We construct an

ensemble of positive and unlabeled (PU) learning models

which are trained for each positive class in clients. A

simple PU learning model is trained as a binary classifier

on one positive class with labeled data and one negative

class consisting of all remaining labeled and unlabeled

data. The ensemble is used to extend the labeled data of

each class in clients. Then any semi-supervised federated

learning models can be applied to the extended labeled

data and the remaining unlabeled data. Fig. 2 illustrates

the proposed method. The server collects two PU models,

 and , which are trained for positive class  and 

in client 1, respectively and two PU models,  and ,

which are trained for positive class  and  in client 2,

and the ensemble  is sent to all clients to

expand reliable labeled data for all the classes in clients.

Experimental results using image and test data show that

the proposed method gives the improved performance for

small-sized multi-positive and unlabeled federated learning.

The rest of this paper is organized as follows. Section

Fig. 1. Illustration of (a) MPUL and (b) semi-supervised learning.

Fig. 2. An illustration of the proposed method.
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II provides an overview of relevant background concepts

and related research. Section III presents our proposed

method. Section IV introduces experimental settings and

results followed by a conclusion in Section V.

II. RELATED WORK

A. Positive and Unlabeled Learning

PU learning aims to learn a classifier when labeled data

from a positive class and unlabeled data from both a

positive class and an unknown negative class are given

[10]. Many PU learning methods adopt a two-step approach

to identify reliable negative data from unlabeled data and

learn a binary classifier. In [11], “spy” documents were

randomly selected from the positive class and moved to

the unlabeled dataset. Initializing all unlabeled data as

negative data, reliable negative documents in unlabeled

data were determined by using a naive Baysian classifier

and expectation-maximization (EM) algorithm where the

probabilistic labels of the spies are used to determine the

most likely negative documents. Finally, the EM algorithm

is again applied for classification with positive, negative,

and unlabeled data. In [12], graph-based label propagation

was applied after extracting reliable negative documents

based on the average distance from all positive documents.

Various risk minimization formulations were also applied

for PU learning, such as convex loss minimization using

different loss functions [13], a non-negative risk estimator

[14], and loss decomposition and estimation of negative

data centroid regarding unlabeled data as noisy negative

data [15]. 

While PU learning is based on a binary classification,

MPU assumes that labeled data from multiple positive

classes and unlabeled data from either the positive classes

or an unknown negative class are given [16, 17]. MPU

can arise in various real problems. In fraud transaction

detection, where fraud transaction data can be considered

as positive data, there are multiple fraud types [17], and

in document classification, labeled positive data can be

composed of several categories of documents. In [16],

using different loss functions for labeled data and unlabeled

data, the original data space is mapped onto an embedding

space where the codewords corresponding to each class

are fixed by a maximum margin. The parameter matrix of

a linear discriminant function and the label estimation of

unlabeled data samples are alternatively optimized. In

[17], to address the overfitting problem caused by the

unbounded risk of the method of [16], an alternative risk

estimator with the modification of the hinge loss function

has been proposed. In [18], the original data space is mapped

onto a low dimensional space by a linear discriminant

function and reliable negative data samples are selected

by using an ensemble of KNN-based outlier detection

models in low dimensional data space. Parameter updates

of a linear discriminant function and the selection of

reliable negative samples by outlier detection in low

dimensional space are alternatively performed.

B. Federated Positive and Unlabeled Learning

Recently, in [9], a federated learning method with multi-

positive and unlabeled data, FedPU, was proposed, where

not only positive data in a client consists of multiple classes,

but also negative data may come from multiple classes

which are unknown to the client. In FedPU, from the fact

that the weights in the global model are derived from the

combination of local models updated in each client, the

expected risk for negative classes in one client is minimized

by leveraging the labeled data of those classes in other

clients. However, when the amount of positive data is

small, it will not give enough information for the negative

classes of other clients and the performance can be severely

degraded. In the next section, we present a method for

federated learning on small-sized multi-positive data and

large unlabeled data, which performs the extension of

labeled data by the ensemble of simple PU learning models.

III. THE PROPOSED METHOD

When the set of positive classes to which the labeled

data of client k (k=1,2,...,K) belongs is represented by CPk

and the set of negative classes that do not contain labeled

data is represented by CNk
, we assume that unlabeled data

come from the entire class label set C = CPk
CNk

Extraction of reliable pseudo-labeled data in the proposed

method is performed in a two-step approach. First, in a

client, a positive and unlabeled learning model for each

positive class with labeled data is constructed by binary

classification on labeled data of the positive class versus

all the remaining data. These models constructed in all

clients are sent to the server and then they are assembled

as an ensemble. Secondly, the ensemble of the models is

sent back to all the clients where the extension of labeled

data for all classes is performed. Then, any semi-supervised

federated learning model can be applied with the extended

labeled data and remaining unlabeled data in clients. In

the following subsections, the two steps in the proposed

method are explained in detail. 

A. Construction of a PU Learning Model for
Each Positive Class with Labeled Data in a
Client 

Many PU learning methods apply various strategies to

extract reliable negative data among unlabeled data. One

simple approach is to assume all unlabeled data is data of

a negative class and apply a binary classifier to select





A Federated Learning Method for Multi-Positive and Unlabeled Data Using an Ensemble of One-Positive and Unlabeled Learning Models

Cheong Hee Park 19 http://jcse.kiise.org

data samples predicted to a negative class with high

confidence. We adopt this approach to construct a classifier

for each positive class with labeled data. 

Let  be the output in a binary classi-

fication model F where one-hot encoded target values for

positive data are set as [1,0] and target values for negative

data are [0,1]. The objective function by the hinge loss

 shown in Fig. 3 is defined as,

minimize 

(1)

The first term in Eq. (1) is the loss on positive data and

the second term is for the loss on negative data.  is a

parameter which controls the weight of the loss of negative

data over the loss of positive data. In the experiments of

Section IV, we used a neural network as a classifier for

PU learning, adjusting the value of  adaptively during

learning epochs.

For each class i in the positive classes CPk
 of client k,

considering the labeled data of class i as positive data and

all the remaining data as negative data, the model Fi
k is

learned using the objective function in Eq. (1). Since only

a small part of data in the positive class i is labeled, all

unlabeled data of class i is set as negative data with data

from other classes. Hence, the loss in the second term

could be very big in the initial learning rounds and the

decision boundary may be determined defensively for the

positive class i. We set the parameter  as 1 initially and

change it adaptively so as to secure the desirable size of

data samples predicted to positive class i. After each epoch

of training, class labels for training data are predicted. If

the number of data samples predicted to positive class i is

less than the predefined num_limit,  is decreased as

 * 0.9. If the number of data samples predicted to

positive class i is more than the total number of local data

samples divided by |C|,  is increased as min{1, /0.9.

This building process is summarized in BuildPU( ) of

Table 1. The models constructed for each class in CPk
 in

the client k, , are sent to the server.

B. Extension of Labeled Data for Each Class
using the Ensemble of PU Models 

The server builds an ensemble 

of PU models uploaded from clients and sends the

ensemble back to all the clients. Clients extend labeled

data based on the prediction by the ensemble E. Let

 be the softmax function value on

output  of a PU learning model for

positive class i.  gives the confidence for the prediction

of x to the class i by . We define the confidence for the

prediction of x to the class i as, 

(2)

and the data sample x is predicted to class j which is

 with confidence .

We add pseudo-labeled data to each class by selecting

unlabeled data samples which have high confidence for

the prediction to that class. The number of data samples

added to each class can be limited by the parameter

num_add. In the experiments of Section IV, we set the

value of num_add as num_limit/2. Now, based on the

extended labeled data, any semi-supervised federated

learning method can be applied. The proposed method is

summarized in Table 1. 

IV. EXPERIMENTAL EVALUATION

A. Experimental Results using Text Datasets

We evaluated the performance of our method using

three text datasets: Reuters, Sports, and Classic. Reuters-

21578 was downloaded from UCI Machine Learning

Repository and the documents belonging to 135 TOPICS

categories were used. After preprocessing by stopwords

removal, stemming, term frequency-inverse document

frequency (TF-IDF) transformation, and unit norm, we

had 9,805 documents consisting of 15,484 words. Three

classes were composed of the two largest categories of 1

and 36 and the collection of all the remaining documents.

Sports and Classic datasets were downloaded from [19].

They were constructed by removing classes with less

than 1,000 texts and terms with frequencies less than or

equal to 1. The detailed description for datasets is shown

in Table 2.

Each dataset was split to training and test data with an

8:2 ratio. Since the number of classes in the text data is

small, we set the number of clients to be the same as the

number of classes and uniformly divided data of each

class in training data to clients. Each class was designated

as a positive class in one of the clients and t percent of the

F x  f1 x , f2 x  =

h z  max 0, 1 z– =

1
D1

-------x D
1

 h f1 x   h f2 x – + 

+
1

D2

-------x D
2

 h f– 1 x   h f2 x  + 

Fi
k
i CP

k
 

E Fi
k
1 k K  , i CP

k
 =

F̃i

k
x  f̃i1

k
x , f̃ i2

k
x  =

Fi
k

x  fi1
k

x , fi2
k

x  =

f̃i1
k

x 

Fi
k

ui x  max f̃i1
k

x  1 k K  , i CP
k

 =

j argmaxi ui x  = uj x 

Fig. 3. Illustrations of the hinge loss h(z) = max{0, 1 − z}: (a) h(z)
and (b) h(z).
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data in the positive class was labeled. We conducted

different settings of t = 1% or 2% and the test was repeated

10 times with random data splitting. We evaluated the

performance of our proposed method by comparing the

accuracy of the three methods: the supervised learning

model (SL), the MPU federated learning model in [9]

(FedPU), and the MPU federated learning model after the

Table 1. The proposed method for multi-positive and unlabeled federated learning

Input: 

K: the number of clients

CPk
: the set of positive classes to which the labeled data of client k belongs 

CNk
: the set of negative classes of client k that do not contain labeled data 

C = CPk
CNk

: the entire class label set from which unlabeled data of client k come

num_limit, num_add: parameters for buildPU( ) and Extend( )

1. Each client k  builds PU learning model Fi
k for each class i in CPk

 by buildPU( ) and sends 

to the server

2. Server assembles  and sends E to all the clients.

3. Each client k  extends the set of labeled data in its local data based on the prediction by the ensemble E

using Extend( ).

buildPU( ) in client k

1. for each class  

2. let D1 be the set of labeled data of class i and D2  be the set of all the remaining data

3. Initialize  = 1 and the parameters of the model Fi
k for the binary classification on the dataset D1 of class 1 and

the dataset D2 of class 2

4. for local epochs

5. update the parameters of the model Fi
k using the objective function in Eq. (1)

6. Predict the class labels on data of D1 D2 by Fi
k and let M be the number of data samples predicted to class 1

7.  if M < num_limit, and  if M > |D1 D2| / |C|

8. end for

9. end for

Extend( ) in client k

1. for unlabeled data sample x of client k 

2. for each class 

3. compute the confidence ui(x) for the prediction of x to the class i by Eq. (2)

4. end for

5. Predict x to class j which is j = argmaxi{ui(x)} with confidence uj(x)

6. end for

7. for each class 

8. Extend the labeled dataset of class i with unlabeled data samples predicted to class i with high prediction

confidence whose added size is limited by num_add

9. end for


1 k K   Fi
k
i CP

k
 

E Fi
k
1 k K  , i CP

k
 =

1 k K  

i CP
k





  * 0.9  min 1,  0.9 



i C

i C

Table 2. Data description

Data Dim Samples Classes

Reuters 15,484 9,805 3

Sports 18,324 7,168 3

Classic 12,009 7,094 4

Table 3. Performance comparison on text data (accuracy)

t
Reuters Classic Sports

SL FedPU Ext+FedPU SL FedPU Ext+FedPU SL FedPU Ext+FedPU

1% 64.7 65.4 81.7 45.1 45.1 68.5 47.6 72.3 87.8

2% 66.9 67.6 85.1 45.1 45.1 82.2 47.6 78.8 92.9
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extension of labeled data by our proposed method

(Ext+FedPU). The SL model is trained with only labeled

data using the FedAvg method. In Ext+FedPU, the

proposed method extends the labeled data and applies the

MPUL model [9] with the extended labeled data and the

remaining unlabeled data. A linear neural network with

an Adam optimizer of learning rate 0.001, batch size 100,

and epoch 200 was used in all three compared methods.

The extension of labeled data was also performed using a

linear neural network with epoch 100, num_limit = 200, and

num_add = 100. The average accuracy in each experimental

settings is reported in Table 3. As shown in Table 3, by

extending the labeled data using the proposed method,

the accuracy of FedPU was greatly improved in all three

datasets.

B. Experimental Results using Image Datasets

We evaluated the performance of our model using image

data, MNIST, which composed of images with size 2828

from 10 categories, 60,000 training images and 10,000 test

images. We set the number of clients as 10 and uniformly

divided the data of each class in the training data to

clients. In each client, P positive classes with labeled data

were randomly chosen and only t percent of data in each

positive class was labeled. We tested different settings of

P = 1, 2 and t = 1%, 2%. In addition, one more test was

performed in the environment where the number of

positive classes in 10 clients was set as [1,1,1,1,2,2,2,3,3,3].

All experiments were repeated 10 times with random data

splitting for each combination of P and t values.

Neural network models and parameters were set to be

the same as those in [9], and the extension of labeled data

was performed with num_limit = 200 and num_add = 100.

CNN of two convolution layers (1-3-20 feature maps and

55 kernels) with max-pooling and ReLU function and

two fully connected layers (320-50-10) with ReLU function

was used. The average accuracy in each experimental

settings is reported in Table 4. Ext+FedPU showed

improved performance in all cases. However, as the

positive classes in clients overlap, the improvement in the

performance of Ext+FedPU became smaller. 

C. Ablation Study

In the proposed method, two parameters num_limit and

num_add control the number of pseudo-labeled data

added to each class. Setting the value of num_add as

num_limit/2, we compared the accuracy in the pseudo-

labeled data added by the proposed method by varying

Fig. 4. Comparison of the accuracy in the extended pseudo-labeled data by varying num_limit: (a) the MNIST dataset and (b) the Reuters
dataset.

Table 4. Performance comparison on MNIST (accuracy)

P t SL FedPU Ext+FedPU

[1,1,1,1,1,1,1,1,1,1] 1% 37.7 54.0 61.3

2% 36.3 65.3 72.6

[2,2,2,2,2,2,2,2,2,2] 1% 36.8 64.9 66.8

2% 38.6 74.0 76.4

[1,1,1,1,2,2,2,3,3,3] 1% 25.9 62.5 64.7

2% 24.4 73.5 74.3



Journal of Computing Science and Engineering, Vol. 19, No. 1, March 2025, pp. 16-23

http://dx.doi.org/10.5626/JCSE.2025.19.1.16 22 Cheong Hee Park

num_limit from 100 to 900. Fig. 4 displays the comparative

results in MNIST and Reuters datasets when each client

has one positive class (P = 1) and the percentage of

labeled data in the positive class is 1% (t = 1). The plot in

red shows that the accuracy of pseudo-labeled data is

decreasing as the values of num_limit on x-axis are

increasing. In MNIST data, the accuracy of Ext+FedPU

was not changed much; in contrast, in the Reuters data,

the accuracy of Ext+FedPU increased regardless of the

decrease in the accuracy of the pseudo-labeled data. The

results from the Reuters data are believed to be due to the

fact that even with num_limit set to 900, the accuracy of

the pseudo-labeled data is still high, above 0.9. 

Fig. 5 shows the accuracy in the compared methods

according to the communication rounds. Ext+FedPU

achieved high accuracy within short communication rounds,

saving the time it takes to reach the optimal global model

compared to FedPU or SL methods. 

V. CONCLUSION

In this work, we introduce an approach for a federated

multi-positive and unlabeled learning method when the

size of the labeled data coming from a part of the classes

is very small. We adopt a simple PU learning approach

for the extension of pseudo-labeled data. In each client, a

PU learning model for each positive class is trained by

assuming all data except the labeled data of the positive

class is negative data. All of the PU learning models are

assembled in the server and sent back to each client.

Clients extend the set of labeled data using the assembled

PU learning models and any semi-supervised federated

learning method can be applied since a client has labeled

data for all classes. This strategy effectively addresses the

challenges posed when small-sized labeled data belongs

to a part of the classes in federated learning scenarios.

The experimental results, using MNIST data and three

text datasets, reveal that our method consistently improves

the performance of MPU federated learning method on

small-sized multi-positive data and unlabeled data. 
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