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Abstract
Query reformulation is an interactive process of revising user queries according to the query results. To assist biomedical

researchers in this process, we present novel methods for automatically generating query reformulation suggestions.

While previous work on query reformulation focused on addition of words to user queries, our method can deal with

three types of query reformulation (i.e., addition, removal and replacement). The accuracy of the method for the addition

type is ten times better than PubMed’s “Also try”, while the execution time is short enough for practical use.
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I. INTRODUCTION

With a huge and rapidly growing literature, it is crucial

for biomedical researchers to efficiently locate relevant

published knowledge. However, they often find it diffi-

cult to identify appropriate queries for search engines like

PubMed. For example, PubMed might return too many

results for a generic keyword, including many irrelevant

articles, and return too few results for a specific query,

missing many relevant articles. Researchers continue to

revise their queries until they get what they want. In fact,

47% of all PubMed queries are followed by a new subse-

quent query [1]. In this paper, we present a novel approach

to query reformulation, which suggests ‘likely’ new queries

for a given user query. PubMed is the public search

engine for the biomedical literature database MEDLINE,

consisting of more than 19 million citations, and is accessed

by millions of users each day. It helps users in query

reformulation, by providing a functionality called “Also

try” (its name recently changed to “Related searches”),

which suggests five new queries that are more specific

than the given user query. These specific queries result

from the addition of related words to the user query,

where the added words are selected from the query logs

of the search engine. However, we found that this “Also

try” functionality performs poorly against an available set

of PubMed query logs (see Section III for details). More-

over, it deals only with addition of words, but not with

removal and replacement of words from user query

strings. Our methods address all the three types of query

reformulation; and the performance for the addition type is

ten times better than that of PubMed’s “Also try” function.

II. RELATED WORKS

Finding candidate terms for interactive query reformu-

lation can be approached in many ways. One approach is

to analyze search engine logs [2, 3]. In search engine

logs, each query may be recorded along with the uniform

resource locator (URL), which the user selected among

the query results. Beeferman and Berger [4] built a bipar-
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tite graph for the pairs of query and URL, and applied a

clustering algorithm to the graph to group related queries

into a cluster, where the other queries in the cluster of the

user query can be suggested to the user. 

One advantage of this method is its low CPU computa-

tional cost, because it does not use actual content of Web

pages and search documents, but only the co-occurrences

between the queries and URLs. However, the method

does not consider the fact that content words can provide

useful information for query suggestion which can con-

tribute to the precision of query reformulation.

Lu et al. [5] proposed a method to automatically pro-

duce query suggestions, based on query log analysis. It

identifies the most popular queries that contain the initial

user search term, and suggests them for query reformula-

tion. This work is the basis for the “Also try” functional-

ity of PubMed. Our approach differs from their method,

in that it analyzes the text of search results, to select the

most related terms. Another approach to query reformu-

lation is to analyze the content of Web pages. Johnson et

al. [6] extracted bigrams and trigrams from Web pages to

find suggestion candidates. Kraft and Zien [7] used the

“anchor text” of hyperlinks for the identification of

potential query expansion terms. These two methods are

designed for query expansion, that is, addition of words

to user queries, but cannot be used for word removal and

replacement. Their methods are computationally expen-

sive, as they retrieve and analyze the full content of docu-

ments, while long response times of search engines is

now not acceptable.

We may also use ontologies for query reformulation

[8], although they perform best for relatively small, static

and well-defined domains, not for large and generic

domains [9].

Pseudo-relevance feedback (or blind feedback) is a tech-

nique for improving retrieval accuracy [10-12]. The basic

idea of pseudo-relevance feedback is to assume that a

small number of top-ranked documents in the initial

retrieval results are relevant, and to select from these doc-

uments related terms, and add them to the query to

improve query representation through query expansion,

which generally leads to improvement of retrieval perfor-

mance. Our approach to the addition of words to the orig-

inal query is related to this idea, in that it also selects

related terms from the top-ranked documents. However,

our approach goes further, to compare the documents

with a query-independent corpus, to filter query-specific

terms.

III. DATA ANALYSIS

In this study, we obtained a single day’s query logs

from PubMed (ftp://ftp.ncbi.nlm.nih.gov/pub/wilbur/DAY-

SLOG/), where the day is described as “a typical day”

[13], but the information of date is not provided, for con-

fidentiality reasons. The log file contains 2,996,302 que-

ries, each of which includes user ID, timestamp and

query string. From the file, we extracted 2,304,507 pairs

of queries from the same user ID within a one hour time-

frame, where a pair consists of an initial query and a

revised query. If the user reformulates a query multiple

times to obtain the final query, we separate it into a set of

pairs. We consider the following three types of query

reformulation:

● Addition: One or more words are added to the initial

query.
● Removal: One or more words are removed from the

initial query.
● Replacement: One or more words in the initial query

are replaced with new words.

Table 1 shows the ratio of the three types in the dataset,

where the three types altogether amount to about 28%.

Furthermore, we found that in more than 60% of pairs of

the three types, the user reformulated (i.e., added, removed,

or replaced) only one word. In this study, therefore, we

focus on the three types of query reformulation for a single

word, which will be presented in Section IV. The ‘others’

category includes query pairs, for example, whose refor-

mulation requires a combination of the three basic refor-

mulations (48%), indicates complete change of the initial

query (24%), and involves permutation of query terms

(22%). Our study of the three basic reformulations will

be useful to deal with the combination of basic reformu-

lations, while further study is required to deal with the

complete changes and permutations. Please see Section

VI for details.

A. Evaluation of PubMed “Also Try”

We conducted an analysis to estimate the accuracy of

the “Also try” functionality of PubMed. Because this

function only considers the addition type of query refor-

mulation, we used the cases of the “addition” category in

the log file, taking 1,000 randomly selected pairs into

consideration. For a given pair of initial and revised

query strings, we submitted the initial query string to

PubMed to find its five suggestions for the query, and

then checked if the revised query is found among the five

suggestions. As a result, the revised query is found among

the five suggestions in only 0.26% of the cases.

Table 1. Percentage of reformulation categories

Category Percentage (%)

Replacement 12.84

Addition 10.17

Removal 5.23

Others 71.76
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IV. METHODS

We implemented three modules for three correspond-

ing reformulation types, and on top of them developed a

classification module, called Reformulation classifica-

tion, which predicts by which type a given query will be

reformulated, as depicted in Fig. 1. The classification mod-

ule classifies each initial query into one of the following

four classes: “addition”, “removal”, “replacement” and

“others”. If a query is classified into “others”, our refor-

mulation system will ignore it; otherwise, it will be

passed to the corresponding module for handling.

A. Reformulation Classification

We used three machine learning methods for the Refor-

mulation classification: Naive Bayes [14], maximum

entropy classifier [15] and support vector machine [16],

which are based on the following features: 1) the length

of query string (i.e., the number of words); 2) the average

length of words in characters; 3) salient words in the

query string; and 4) the hit rate (i.e., the number of search

results) returned by PubMed. These features are based on

our observations, such as the following examples:

● If the initial query has only one word, the user usually

adds an additional word.
● If the length of the initial query is greater than 8, the

user usually removes words from the query.
● If the query contains at least one noun whose length

is less than 4 characters such as “bp2” and “HIV”, the

user usually adds one more word, or replaces this

word by another one.
● If the hit rate is less than 20, the user usually removes

words from the initial query. Conversely, if the hit

rate is greater than 100,000, the user often adds more

words.

Note that the proposed features are not completely

independent from each other, which violates the conditional

independence assumptions for the Naive Bayes (NB)

classifiers. We used an NB classifier for comparison.

B. Addition

Users generally add more words to the initial search

query when the search results are too many and too gen-

eral, in order to narrow down the search space. Our idea

for resolving the addition type is: words that appear more

frequently in the search results than in the whole litera-

ture should be more likely to be added to the initial search

queries. We present a novel statistical method that com-

putes the relative frequency of words. Since it is impracti-

cal to use the whole literature, we obtained a representative

subset of the literature, by using a generic search term

“gene”, which is one of the most frequent words in

PubMed query logs [1], to retrieve the titles and abstracts

of the first 2,000 results. We call the set of the resultant

documents the generic corpus (GC). As for the search

results of the initial user query, since some queries return

a great number of results, we collect the titles and abstracts

of only the first 100 results of the user query, called the

domain corpus (DC). We can then calculate the relative

frequency of the word α (namely, f
α
) as follows:

,

where  indicates the number of occurrences of the

word α in the corpus Σ, and N
Σ indicates the total number

of occurrences in the corpus Σ. f
α
 is high when the fre-

quency of α in the DC is high, whereas its frequency in

the GC is low. In other words, the words with high f val-

ues frequently co-occur with the initial query, thus having

close relationships with the initial query. The addition of

such closely related words would make the initial query

more specific and focused. Following the convention of

the “Also try” function, our method adds the five words

with the highest f values to the initial query, to propose

five suggestions.

C. Removal

The users would remove some words from the initial

query when they receive little or no result, so that the new

query becomes less specific and thus returns more results.

We consider the following three heuristics for predicting

the word to be removed:

● Last word: To remove the last word of the initial

query. This method is based on the observation that

the user usually removes the last word of an initial

f
α

σDC

α

NDC⁄

σGC

α

NGC⁄
------------------=

σΣ

α

Fig. 1. Workflow of query suggestion system.
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query, when they do the query reformulation.
● Word with lowest hit rate: To remove the word with

the least hits, which might be the most specific word

in the query string. We submit each word in the initial

query to PubMed to find the word with the smallest

number of results.
● Remaining query with highest hit rate: To remove the

word whose removal returns the most hits. We submit

the query without each word to PubMed, and find the

one with the largest number of results.

Note that the removal module suggests at most three

new queries, which are the results of the three heuristics

above.

D. Replacement

When the search results are too few, the users can

remove some specific words from the queries, but they

also can replace the specific words with other words,

which are less specific and more relevant to the rest of the

query strings. Our approach to the replacement cases is to

combine our methods for the addition and removal cases;

in other words, we find the word to be replaced using our

methods for the removal cases, and find the new word to

be added using our method for the addition cases. As a

result, our replacement module suggests five new queries

for an initial user query.

V. Experimental Results

We compared three methods for the Reformulation

classification: NB, maximum entropy and support vector

machine, whose accuracy is shown in Table 2. In each

method, we used 10-fold cross-validation. Since support

vector machine shows the best accuracy, we used it for

the classification module.

Three proposed methods for the removal cases

described in Section IV-C are also compared in terms of

accuracy, which we measure as follows: if a suggestion

by the methods is identical to the revised query for the

initial query, it is correct. We estimated the accuracy of

the removal methods by using the removal cases in our

dataset, and the evaluation results are shown in Table 3.

The Word with lowest hit rate method shows the best per-

formance, which supports the hypothesis that users remove

the most specific words to get more results in removal

cases.

We also compared three methods for predicting the

word to be replaced, as described in Section IV-D (these

methods are, in fact, the three methods used for removal

cases). In this comparison, we used the replacement cases

in the log file for the experiment, and the results are

shown in Table 4. The Word with lowest hit rate again

has the best accuracy, and thus we use this with our addi-

tion method described in Section IV-B for the replace-

ment module.

In the cases of addition and replacement, their methods

suggest five new queries for an initial query. Thus their

accuracy is measured as follows: If the five suggestions

include the revised query for the initial query, the module

works correctly. Table 5 shows the accuracy and average

execution time of the three modules and the whole sys-

tem. The performance of the overall system, which includes

the reformulation classification module, is affected by the

accuracy of the classification module, as well as by the

accuracy of the three modules. The average execution

time of the whole system is less than one second, when

we tested our system on a computer with 2.67 GHz CPU

and 3 GB memory. It might show better speed if we deploy

the system in a high-performance computing environment.

The accuracy of the addition module is more than ten

times better than that of the “Also try” functionality of

PubMed (0.26%). This result shows that content analysis

is more effective than query log analysis, and that our

method is fast enough for practical use.

VI. DISCUSSION

Our goal in this study is to aid users when they like to

revise their queries. We do not claim that the revised

query is always more appropriate than the original query,

allowing ‘trial-and-error’ by users. If the revised query is

not better than the original query, the user might like to

try another query, which is out of the scope of our paper.

Table 2. Accuracy of classification methods

Method Accuracy (%)

Naive Bayes 62.81

Maximum entropy 64.13

Support vector machine 65.44

Table 3. Accuracy of three heuristics for removal

Method Accuracy (%)

Last word 59.47

Word with lowest hit rate 60.11

Remaining query with highest hits 42.92

Table 4. Accuracy of three heuristics used to predict the position
of replaced word

Method Accuracy (%)

Last word 52.31

Word with lowest hit rate 60.98

Remaining query with highest hits 35.05
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As pointed out by Islamaj-Dogan et al. [1], there are a

lower abandonment rate and a higher reformulation rate

for PubMed, implying that PubMed users are more per-

sistent in pursuing their information needs, than users of

other search systems [17, 18]. This issue would possibly

be addressed by considering the sequence of query refor-

mulations by a user (see below for further discussion). In

our query reformulation system, we assume that a query

consists of terms that are implicitly connected with AND

operators, not taking into account the Boolean operators

(e.g., AND, OR, NOT), due to the observation that only

0.32% of the queries in our dataset include Boolean oper-

ators. Even though we revise the evaluation criteria to

consider Boolean operators, the overall performance

hardly increases (from 2.38% to 2.40%). For example, in

the addition case, if the initial query is δ and the revised

query is “δ AND w”, and if w is the word predicted by our

system, then we may count our suggestion “δ w” as cor-

rect. But, we did not consider this effect in the experi-

mental results reported in the previous section because it

has almost no effect. To further characterize the query

pairs of the others category, we analyzed if their changes

match any combination of the three basic reformulation

categories. Table 6 shows the analysis results. ‘Permuta-

tion’ means the two queries have the same set of words,

where the word orders are different. The subcategory

‘complete change’ in the table, which is the most popular

(23.9%) but not dominant, means that the revised query is

completely different from the original query. To deal with

this case, we might need to understand users’ behaviors

[19, 20] and goals [21] in information retrieval, which are

out of the scope of our research. Furthermore, around

22% query pairs in the ‘others’ category are reformulated

with the combination of ‘permutation’ and one of the

three basic reformulations. Since the terms in a query

without Boolean operators are implicitly connected with

AND operators, the word order does not affect the search

result. Therefore, we revised the evaluation criteria to tol-

erate permutation in the revised query, which means that

if the word set of a suggestion (e.g., “lung cancer human”)

is identical to that of the user’s revised query (e.g., “human

lung cancer”), we count the suggestion as correct, regard-

less of word order. 

Table 7 shows the evaluation results according to the

new criteria. In addition, more than 47% of the ‘others’

category is reformulated with the combination of two of

the three basic reformulations (i.e., addition + replacement).

We may address these cases by combining our methods

for the basic reformulations. We leave this issue for

future work. A user may revise a query more than one

time consecutively, as PubMed users are more persistent

in pursuing their information needs than users of other

search systems [17, 18]. We thus need to consider the

sequence of reformulations. Table 8 shows the statistics

of two consecutive reformulations, where the sequences

of three basic reformulations amount to 25.5%. Based on

the statistics, we might understand that, after a user adds a

term to the initial query, there is a higher probability of

adding another term, than of removing a term from the

revised query. 

Also, after a user removes a term from the initial query,

Table 5. A summary of evaluation results

Module
Accuracy 

(%)

Average execution time 

(sec)

Minimum time 

(sec)

Maximum time 

(sec)

Standard deviation of execution time 

(sec)

Classification  65.44  0.03  1 × 10-4  0.12  0.014

Addition  3.08  1.03  0.29  1.68  0.310

Removal  80.39  0.12  0.02  0.27  0.038

Replacement  3.97  1.29  0.36  2.04  0.472

Whole system  2.38  0.86  0.02  2.08  0.693

Table 6. Subcategorization of ‘others’ category

Category Percentage (%)

Permutation + replacement 8.47

Permutation + addition 9.12

Permutation + removal 4.46

Addition + replacement 16.09

Removal + addition 14.68

Addition + replacement 16.79

Complete change 23.90

Other changes 6.49

Table 7. A summary of evaluation results for a revised system
tolerating permutation

Module Accuracy (%)

Classification 65.44

Addition 3.51

Removal 81.70

Replacement 4.33

Whole system 2.52
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there is slightly less probability of removing another term

than the addition or replacement reformulations. As a

future work, we plan to extend this analysis to include

more classes and consider semantic categories of query

terms.

VII. CONCLUSION

We proposed a novel approach to automatic generation

of query reformulation suggestions for PubMed. While

previous work on query reformulation focused only on

the addition type, our method covers three reformulation

categories: addition, removal and replacement. In partic-

ular, its performance on the addition type is ten times bet-

ter than that of the “Also try” function, while the execution

time is short enough for practical use. As a future work,

we will develop a method for reformulation sequences

and semantic categorization. We will also study the usage

of user behaviors for automatic query reformulation.
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