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The HKIB, or Hankookilbo, test collections are two archives of Korean newswire stories
manually categorized with semi-hierarchical or hierarchical category taxonomies. The base
newswire stories were made available by the Hankook Ilbo (The Korea Daily) for research
purposes. At first, Chungnam National University and KISTI collaborated to manually tag
40,075 news stories with categories by semi-hierarchical and balanced three-level classification
scheme, where each news story has only one level-3 category (single-labeling). We refer to this
original data set as HKIB-40075 test collection. And then Yonsei University and KISTI
collaborated to select 20,000 newswire stories from the HKIB-40075 test collection, to rearrange
the classification scheme to be fully hierarchical but unbalanced, and to assign one or more
categories to each news story (multi-labeling). We refer to this modified data set as HKIB-20000
test collection. We benchmark a k-NN categorization algorithm both on HKIB-20000 and on
HKIB-40075, illustrating properties of the collections, providing baseline results for future
studies, and suggesting new directions for further research on Korean text categorization
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1. INTRODUCTION

Text categorization is an automatic task of assigning one or more predefined

categories to a test document based on its content. While it is an active and mature

research field in information retrieval and machine learning, text categorization

research has been usually based on test collections of English texts such as Reuters-

21578 [Lewis 1992; Lewis 2004], OHSUMED [Hersh et al. 1994], and Reuters Corpus

Volume 1 (RCV1) [Lewis et al. 2004]. There also exists a test collection of multi-

lingual news stories from Reuters, Ltd., released in the name of Reuters Corpus

Volume 2 (RCV2) which contains over 487,000 Reuters News stories in thirteen

languages1.

These corpora are collections of documents to which human indexers have assigned

categories from a predefined set. Test collections enable researchers to test ideas

without hiring human indexers, and ideally to objectively compare results with

published studies [Lewis et al. 2004]. However, people who are concerned with Korean

text categorization might notice that, whereas extensive studies have been done to

English document categorization, relatively few results have been reported on text

categorization for Korean texts. This is mainly due to lack of proper Korean text

collection designed particularly for text categorization research.

In this paper we introduce the Hankookilbo collection2 which is a set of Korean text

categorization test collections built on Korean newswire stories, of which stories are

manually assigned with categories according to three-level hierarchical classification

scheme. This collection consists of two versions of test collections, HKIB-40075 data

set and HKIB-20000 data set. The HKIB-40075 test collection is single-labeled with

leaf node categories (i.e., level-3 categories only). The HKIB-20000 is multi-labeled

with non-leaf and/or leaf node categories (i.e., level 1, 2, and/or 3 categories).

One of the major differences between the two test collections is the category

taxonomy. The HKIB-40075 is built on semi-hierarchical3 category taxonomy while

the HKIB-20000 was built on fully hierarchical category taxonomy (see Table I). Each

news story in the HKIB-40075 test collection has only one level-3 category. This

1Dutch, French, German, Chinese, Japanese, Russian, Portuguese, Spanish, Latin American
Spanish, Italian, Danish, Norwegian, and Swedish
2The Hankookilbo test collection is avaliable from the URL at http://www.kristalinfo.com/
TestCollections/#hkib in a tarred and gzipped file. In addition, more detail characteristics
of the two test collections are described in two on-line supplimentary materials, one [Kim
2009a] in Korean and the other [Kim 2009b] in English.
3Though it is described as semi-hierarchical, the category taxnomy used in the HKIB-40075
test collection is balanced at level-3 categories, and thus it can be regarded as plain category
taxnomy.
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characterizes the HKIB-40075 data set as a balanced and plain category taxonomy-

based test collection, although the category set itself is hierarchical. However, as

shown in many real field directory services, practical classification problems contain

multi-label categorization and fully hierarchical category taxonomy. Since the HKIB-

40075 data set is not suitable for researches that solve those practical problems, we

changed the coding policies from single-label policy to multi-labels policy and from

leaf-category policy to any-category policy while building the HKIB-20000 test

collection.

Regarding big difference between English and Korean, it is interesting to see

whether  methods such as the SVM and k-NN that are effective for English text

categorization problem are able to achieve similar performance for Korean by

applying to the Hangul corpora presented in this paper.

We begin in Sections 2 and 3 by introducing the HKIB-40075 data set and the

HKIB-20000 data set, respectively. Section 4 gives the design of evaluation of our

variation of k-NN classifier on both test collections. Section 5 presents the benchmark

results and observations. We end in Section 6 with some thoughts on further quality

control and research directions that these two Hangul collections may support.

2. HKIB-40075 TEST COLLECTION

The HKIB-40075 test collection consists of 40,075 documents which is all Hankook-

Ilbo news stories published from January 1, 1998 to December 31, 1999. Each

document in this collection was manually assigned with only one leaf category. This

collection is characterized to be a set of documents single-labeled with leaf node

categories (level-3 categories).

2.1 Documents of HKIB-40075

For research purposes, the Hankook Ilbo (The Korea Daily), one of major newspaper

companies in Korea, provided 40,075 Korean language news stories produced by its

journalists between January 1, 1998 and December 31, 1999. The stories cover the

range of content typical of a Korean language newswire of which length varies from

a few dozens to several thousands of words. Figure 1 shows an example document

from the HKIB-40075 data set.

The documents of HKIB-40075 test collection are distributed as five UTF-8 encoded

text files each of which contains about one fifths of 40,075 news stories. Each story

consists of a document delimiter(@DOCUMENT), a document identifier(#DocID :), a

Table I. Brief Description of the HKIB-40075 and HKIB-20000 Test Collections

Data Set HKIB-40075 HKIB-20000

No. of documents 40,075 20,000

Category taxonomy semi-hierarchical hierarchical

Labeling policy Single-label multi-labels

Category levels assigned level-3

(balanced)

level-1, 2, and/or 3 

(unbalanced)

Total no. of categories assigned 40,075 23,434
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manually assigned category(#CAT’03:)4, title(#TITLE :) and body text(#TEXT :),

which are formatted with nine-bytes long delimiters as shown below (See the example

documents in Figures 1 and 2):

1. @DOCUMENT 

9 bytes long and single line. Starting point of a news story. This line should be

discarded during parsing the text files. 

2. #DocID : 

Single line. Document Identifier. This delimiter is followed by an identifier up to

the end of the line. Each news story has a unique identifier. Documents with

same DocID can be regarded as duplicated stories. 

3. #CAT’03: 

Single line. This line contains only one category that tagged in the HKIB-40075

test collection. This delimiter is just followed by a three-level category up to the

end of the line. 

4. #CAT’07: 

Single line. This line contains one or more categories that tagged in the HKIB-

20000 test collection. This delimiter is just followed by one or more categories up

to the end of the line which is separated by semicolons(;). Refer Section 3 and

4In the case of HKIB-20000 test collection, additional category section is given to each news
story at the line starting with #CAT’07: delimiter.

Figure 1. An Example HKIB-40075 Document Written in Hangul (Korean alphabet).
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Figure 2. This delimiter is not used in the HKIB-40075 test collection. 

5. #TITLE : 

Single line. Title of the news story. This delimiter is just followed by the title of

the news story to the end of the line. 

6. #TEXT : 

Multiple lines. Content of the news story. This delimiter is just followed by a new

line character. The lines from just after this line and up to just before the next

@DOCUMENT line constitute content of the news story. 

2.2 Categories for HKIB-40075

To each document of 40,075 news stories provided by the Korea Daily, Korea Institute

of Science & Technology Information (KISTI) and Chungnam National University

collaborated to manually assign only one category from predefined set. At this stage,

three-level hierarchical classification scheme was applied to the manual tagging. We

refer to this classification scheme as the 2003-categories or 2003-category set. It is

kept balanced by requiring that all leaf node categories are at the same depth of 3.

The 2003-category set is designed to represent the topic or the major subjects of a

news story. It is hierarchically organized in nine level-1 topic groups: Health and

Medicine, Economy, Science, Education, Culture and Religion, Social Issue, Industry,

Leisure, and Politics. Each leaf node category has level-1 category which is followed

by level-2 which is again followed by level-3 category. These leaf node categories are

used in manual tagging for each news story. In a document, a leaf node category is

expressed as “/level-1/level-2/level-3.” Check out the file HKIB-40075/hkib40075-

cat03-all.categories for a full list of categories and number of news stories assigned in

this collection. There are 9 level-1, 32 level-2, and 120 level-3 categories in the 2003-

 Table II. Document Distribution of the HKIB-40075 and HKIB-20000 Test Collections According

to Level-1 Categories2 Document Distribution of the HKIB-40075 and HKIB-20000 Test Collec-

tions According to Level-1 Categories

Level-1 category
HKIB-40075 HKIB-20000

No. of docs percentage No. of docs percentage

Health and Medicine 523 1.3 344 1.7

Economy 7300 18.2 6725 33.6

Science 794 2.0 554 2.8

Education 680 1.7 589 2.9

Culture and Religion 3457 8.6 3144 15.7

Social Issue 5273 13.2 4179 20.9

Industry 4890 12.2 3162 15.8

Leisure 614 1.5 271 1.4

Politics 16,544 41.3 872 4.4

/ − − 160 0.8

Sum 40,075 100 20,000 100
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category set. The document frequencies of the level-3 categories vary from 12

occurrences for /Health and Medicine/Medicine/Veterinary Science to 2704 for /Social

Issue/Public Order/Police and Prosecutory.

2.3 HKIB-40075 Coding Policy

There were two coding policies for the HKIB-40075 test collection.

(1) Single-labeling policy: Only one category per news story should be assigned

manually. 

(2) Leaf node category policy: Only leaf node categories should be assigned to each

story. There is no story which is assigned directly to non-leaf node categories. 

These two policies were applied to manual coding of each news story in the HKIB-

40075 test collection. As a result of these coding policies, each news story in the

HKIB-40075 test collection has only one level-3 category. Therefore the HKIB-40075

test collection is said to be based on balanced and plain category taxonomy, though

the 2003-category set itself is hierarchical.

Figure 2. An Example HKIB-20000 Document Written in Hangul.
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3. HKIB-20000 TEST COLLECTION

The HKIB-20000 test collection is a modified and upgraded version of the HKIB-

40075 data set where 20,000 documents from the HKIB-40075’s 40,075 documents

were carefully selected as base documents.

The classification scheme was modified to be a practical level as shown in real field

directory services, and policy of category assignment was changed to multi-labeling

with any level of three-level hierarchical classification system. This collection is

characterized to be a set of documents multi-labeled with leaf and/or non-leaf node

categories (level-1, level-2, and/or level-3 categories).

3.1 Documents of HKIB-20000

Among the original data of 40,075 news stories included in the HKIB-40075 data set,

twenty thousands of stories were selected for this new version of test collection. The

document distribution according to level-1 categories is shown in Table II for both

HKIB-40075 and HKIB-20000 test collections. Politics is the biggest level-1 category

in the HKIB-40075 test collection. However, it is one of the smallest category groups

in the HKIB-20000. This feature will help future researches analyze over-fitting for

large groups and under-fitting for small groups.

Figure 2 shows an example news story from the HKIB-20000 data set. Since the

HKIB-20000 test collection was built based on the HKIB-40075, each of documents

also retains a 2003-category (see Figure 2). The document format is as described

in Section 2.1. Compared with the HKIB-40075 data set, each news story in this

data set has an additional line which starts with “#CAT’07:” and is followed by

one or more categories of the 2007-category set up to the end of the line. If more

than one categories are assigned, they are separated by semicolon(;) as shown in

Figure 2.

3.2 Categories for HKIB-20000

In order to build this data set, KISTI and Yonsei University collaborated to manually

assign one or more categories to each of 20,000 documents. Carefully examining the

three-level classification scheme of the HKIB-40075 test collection and finding that

many level-2 categories that overlap level-3 categories, we decided to delete the level-

2 categories from the 2003-category set and rearranged the classification scheme to

have hierarchical three-level but unbalanced tree that does not require that all leaf

node categories are at the same depth. We refer to this classification scheme as 2007-

categories or 2007-category set.

Check out the file HKIB-20000/hkib20000-cat07-all.categories for full list of

categories and number of news stories assigned. There are 9 level-15, 93 level-2, and

60 level-3 categories in the 2007-category set. In the contrary to the fact that each

story of the HKIB-40075 test collection has been assigned with only one leaf node

5In fact, there is one more level-1 category designated as “ / ”. Its frequency in the whole
HKIB-2000 test collection is 160. This category means that the documents assigned to
“ / ” do not belong to any of level-1 categories, i.e., these are unclassifiable documents. We
included these documents in the training set but excluded from the evaluation process by
removing them from each test set.
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category of the 2003-category set, one or more of any category from leaf node

categories as well as non-leaf node categories can be assigned to each story in the

HKIB-20000 test collection. In other words, a news story of this collection has one or

more categories which can be level-1, level-2 or level-3 categories. The document

frequencies of the leaf node categories vary from one occurrence for /Economy/Bank

to 1953 occurrences for /Economy/Business/Domestic. Total category assignments in

this collection are 23,434 resulting in about 1.17 categories per news story. Among

20,000 news stories, 16.5% (3295 documents) are assigned with two or more

categories.

3.3 HKIB-20000 Coding Policy

There were two coding policies for the HKIB-20000 test collection. 

(1) Multi-labeling policy: One or more categories per news story can be assigned. 

(2) Any level category policy: Level-1 and level-2 categories in addition to level-3

categories can be assigned to a news story. 

These two policies were applied to manual coding of each news story in the HKIB-

20000 test collection. During manual coding for this collection, we ignored 2003-

categories previously defined in the HKIB-40075 test collection and each category

assignment was started from scratch. As a result, 49% of the documents have

different categories from their inherited 2003-categories.

Each news story in the HKIB-40075 test collection has only one level-3 category.

This characterizes the HKIB-40075 data set as a balanced and plain category

taxonomy-based test collection, although the 2003-category set itself is hierarchical.

However, as shown in many real field directory services, practical classification

problems contain multi-label categorization and fully hierarchical category taxonomy.

Since the HKIB-40075 data set is not suitable for researches to solve those practical

problems, we changed the coding policies from single-label to multi-labels policy and

from leaf-category to any category policy while building the HKIB-20000 test

collection.

4. BENCHMARKING METHODS

An important part of the value of a machine learning data set is the availability of

published benchmark results. Good benchmark results serve to ensure that

apparently superior new methods are not being compared to artificially low baselines.

To provide such baselines, we ran a k-NN (k-nearest neighbor) classifier [Kim and

Kim 2004] on the HKIB-40075 and HKIB-20000 data sets.

4.1 Test/Training Split

To support five-fold cross validation, we arbitrarily split the HKIB test collections to

five subsets where each subset is contained in a text file. These files are included in

the distribution file as HKIB-20000/HKIB-20000_00[1-5].txt and HKIB-40075/HKIB-

40075_00[1-5].txt [Kim 2009a]. Using each file as a test set and the others as the

training set, five splits are made and therefore five-fold cross-validation is possible for

text categorization algorithms. Here, we refer to each split as Split 1, Split 2, Split 3,

Split 4, and Split 5 for both data sets. For more information, refer to [Kim 2009a].
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4.2 Effectiveness Measures

To measure the effectiveness of our text classifier, we use the F1 measure [van

Rijsbergen 1979] which corresponds to the harmonic mean of precision and recall:

P =

R =

F1 =  = 

where Pt is the number of documents a system correctly assigns to the category (true

positives), Pf is the number of documents a system incorrectly assigns to the category

(false positives), Nf is the number of documents that belong to the category but which

the system does not assign to the category (false negatives), P is the precision (i.e., Pt/

(Pt + Pf), and R is the recall rate (i.e., Pt/(Pt + Nf ).

A special point of F1 measure where precision is equal to recall is called precision

and recall break-even point, or simply break-even point (BeP), i.e., BeP=P=R.

Theoretically, BeP is always less than or equal to F1 measure at any point. Therefore

BeP is usually used to compare the effectiveness among different kinds of text

categorization methods [Yang 1999; Sebastiani 2002]. We present BeP as the

categorization effectiveness. On the other hand, if it is unable to get BeP, we present

F1 values close to BeP, where the difference between precision and recall rate is less

than 0.001 or 0.1%.

To measure effectiveness across a set of categories we use both the macroaverage

F1 measure (unweighted mean of effectiveness across all categories) and the microaverage

F1 measure (effectiveness computed from the sum of per-category contingency tables).

4.3 Evaluation for Non-leaf Node Categories

As mentioned above, each HKIB document is assigned with categories of three-level

hierarchical classification scheme. Therefore evaluation can be performed not only on

the leaf node categories but also on the non-leaf node categories. During evaluation

of categorization effectiveness for non-leaf node categories, each leaf node category is

abbreviated to the corresponding non-leaf node category by removing subnode(s). For

example, the leaf or level-3 category /Science/Social Science/Linguistic is abbreviated

to /Science/Social Science for evaluation on level-2 categories and to /Science for level-

1 category evaluation.

4.4 k-NN Classifier

The k-NN (k-nearest neighbor) classifiers have consistently been strong performers in

text categorization evaluations [Yang 1999; Yang and Liu 1999]. As an example-based

classifier, the k-NN classifier has many similarities with information retrieval

systems. The variant k-NN [Kim and Kim 2004] we used here was built on an open-

source information retrieval & management system, KRISTAL-IRMS [Kim et al.

2007], which was developed by KISTI to manage and retrieve XML documents and

semi-structured texts such as bibliographies, theses, and journal articles. To retrieve

categories  relevant  and  retrieved
categories  retrieved

----------------------------------------------------------------------------------------------

categories  relevant  and  retrieved
categories  relevant

----------------------------------------------------------------------------------------------

2Pt

2Pt Pf Nf+ +

-----------------------------
2RP
R P+
-------------
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k top-ranked documents, our k-NN classifier uses a vector-space similarity measure

(Sim(q,d)) between test document q and training document d, which is defined to be

(1)

with: 

where fx,t is the frequency of term t in the document x; N is the total number of

training documents; ft is the number of documents where the term t occurs more than

once; wx,t means the weight of term t in document x; and Wd represents the length

of document d. Equation 1 is an empirically derived TF·IDF form of traditional

vector-based information retrieval schemes [Witten et al. 1999] which have been

commonly used due to its robustness and simplicity.

4.5 Category Relevance Measure

To determine whether a document d belongs to a category  our

text classifier retrieves k training documents most similar to d and computes cj’s

weight by adding up similarities between d and documents that are retrieved and

belong to cj; if the weight is large enough, the decision is taken to be positive and

negative otherwise. The weight of category cj for document d is called category

relevance score, Relcjd, and can be computed as follows: [Yang et al. 2002]

(2)

where Rk(d) is the set of k-nearest neighbors (top-ranked training documents from the

1st to the kth) of document d; Dj is the set of training documents assigned category

cj; and Sim(d', d) is the document-document similarity obtained by Equation 1 in

Section 4.4. The denominator in Equation 2 is the sum of similarities between test

document d and all of k top-ranked documents. It is used as a normalization factor

that makes the category relevance score range from 0.0 to 1.0. For each test

document, categories with relevance scores equal to or greater than a given threshold

are assigned to the test document.

4.6 Experimental Setting

In our experiments, the content of an input document to be classified was in a

concatenated form with title and body text of each news story. Terms separated by

space characters were extracted as features from documents. And then, since the

Hankookilbo news stories are written in Hangul (Korean text), we applied a Hangul

Sim q,d( ) = 1
Wd

--------  

t q∈ d∧

∑ wq t, wd t,⋅( )

wd t,  = log fd t, 1+( ) log N
ft 1+
-------------- 1+⎝ ⎠
⎛ ⎞⋅

wq t,  = log fq t, 1+( ) log N
ft 1+
-------------- 1+⎝ ⎠
⎛ ⎞⋅

Wd = log  

t d∈

∑ fd t,⎝ ⎠
⎛ ⎞

cj C= c1, c2, ..., cC{ }∈

Rel cj, d( ) = 

 
d′ Rk d( )∈ Dj∩∑ Sim d′, d( )

 
d′ Rk d( )∈∑ Si d′, d( ),

--------------------------------------------------------------
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morpheme analyzer to Korean terms and included them into feature pool. Hangul

morpheme analyzer used in this experiment is a module component of KRISTAL-

IRMS which is used as the base of our k-NN classifier.

Feature selection was applied according to terms’s document frequencies (DF) in the

training set. In previous research it was shown that DF is a simple, effective, and

reliable thresholding measure for selecting features in text categorization [Yang and

Pedersen 1997]. In our experiments, by varying DF ranges during feature selection,

we chose minimal DF(DFmin) as 2 and maximal DF(DFmax) as 5% of the training set.

DFmax was set to 800 and 1600 for the HKIB-20000 and HKIB-40075, respectively.

k was selected to be 10  in our k-NN classifier. Several k values such as 3, 5, 7, 10,

20, 30, 40, and 50 were tested for five-fold cross validation and usually k=10 showed

the best performance in our k-NN classifier (data not shown).

5. BENCHMARKING RESULTS

Tables III and IV give micro-averaged and macro-averaged values of F1 measure for

five test/train splits of the HKIB-40075 data set and HKIB-20000 data set,

respectively. The results for categorization effectiveness are shown for non-leaf node

categories (Level-1 and 2) in addition to leaf node categories (Level-3). As described

in Section 4.5, we varied the threshold to get the break-even point when evaluating

category relevance for each category level. The evaluation of our k-NN classifier for

the HKIB-20000 data set on the 2003-category set was also conducted but the results

are reported in README file for the Hankookilbo test collection [Kim 2009a] and also

in a supplementary document [Kim 2009b].

Micro-averaged measures are dominated by high frequency categories [Lewis et al.

2004]. For level-3 categories of the 2003-category set in the HKIB-40075 test

collection, 10% of top frequency categories (12 of 120) occupy 41% of all category

assignments (16,293 of 40,075). For level-2 categories of the 2003-category set in the

HKIB-40075 data set, 9% of top frequency categories (3 of 32) occupy 46% of all

6Note that the HKIB-20000 data set contains multi-labeled news stories. Due to multi-label-
ing, the total number of category assignments are 23,434 in 20,000 documents.

Table III. Effectiveness of Our k-NN Classifier for 5 Test/training Splits of the HKIB-40075 Test

Collection Evaluated with the 2003-category set. miF1 is Micro-averaged F1 Measure and maF1 is

Macro-averaged F1. As Explained in Section 4.2, These F1 Values are Precision and Recall Break-

even points. The Number Followed by Level at the First Column Means the Depth of Categories in

the Three-level Classification Scheme

Test/Train Split Split 1 Split 2 Split 3 Split 4 Split 5

Level-1 miF1 0.794306 0.791581 0.795543 0.804657 0.793743

Level-1 maF1 0.650182 0.671559 0.667802 0.678257 0.664961

Level-2 miF1 0.732087 0.732446 0.730241 0.738674 0.730022

Level-2 maF1 0.540164 0.550234 0.544932 0.556471 0.563859

Level-3 miF1 0.619404 0.625212 0.614179 0.629913 0.618881

Level-3 maF1 0.495485 0.493899 0.489127 0.515153 0.511786
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category assignments (18,248 of 40,075). For level-3 categories of the 2007-category

set in the HKIB-20000 test collection, 10% of top frequency categories (16 of 161)

occupy 44% of all category assignments (16,293 of 23,434)6. For level-2 categories of

the 2007-category set in the HKIB-20000 data set, 10% of top frequency categories (10

of 103) occupy 53% of all category assignments (12,497 of 23,434). For level-1

categories for both HKIB data sets, the dominance of high frequency categories is

greatly reduced, probably due to the fact that even the most infrequent categories are

assigned to hundreds of news stories. For HKIB-40075 data set, level-1 category

frequency ranges from 523 to 16,544. For HKIB-20000 data set, it ranges from 294 to

8,164.

On the other hand, macro-averaging gives equal weight to each category and thus

is dominated by low frequency categories [Lewis et al. 2004]. For both HKIB data

sets, this tendency can be seen in Figures 3 and 4, which is stronger in level-2 and

level-3 categories than in level-1. Regarding level-1 categories, the dominance of low

frequency categories are greatly decreased in the HKIB-20000 data set, compared

with HKIB-40075 (Compare Figure 3(a) and 4(a)).

Figure 3 shows F1 values of KRISTAL’s k-NN classifier on the level-1, level-2, and

level-3 categories for the first Test/Train split of the HKIB-40075 test collection. The

F1 values are sorted by training set frequency of the category (designated as Category

Frequency in Figure 3). Plots for the other four splits showed very similar pattern

Table IV. Effectiveness of Our k-NN Classifier for Five Test/training Splits of the HKIB-20000 Test

Collection Evaluated with the 2007-category set. Other Details are as in Table III

Test/Train Split Split 1 Split 2 Split 3 Split 4 Split 5

Level-1 miF1 0.788566 0.797560 0.788019 0.795152 0.812399

Level-1 maF1 0.717253 0.716409 0.718674 0.742369 0.745079

Level-2 miF1 0.692622 0.701345 0.691800 0.707538 0.721281

Level-2 maF1 0.474352 0.490875 0.475111 0.478200 0.544887

Level-3 miF1 0.637102 0.652837 0.643187 0.651534 0.677645

Level-3 maF1 0.469789 0.474778 0.470635 0.484926 0.561387

Figure 3. Test set F1 of the HKIB-40075 Split 1 for our kNN classifier approach on level-1, 2, and 3

categories of which category counts in the test set are 9, 32, and 120, respectively. Categories are

sorted by training set frequency, which is shown on the x-axis. A trend line is fitted for each plot as

thick and dotted line. We set the threshold to get the micro-averaged break-even point for each cat-

egory level.
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which are reported in a separate on-line document [Kim 2009b].

Figure 4 shows F1 values for our k-NN classifier on the level-1, level-2, and level-

3 categories sorted by category frequency for the first Test/Train split of the HKIB-

20000 test collection. Plots for the other four splits showed very similar pattern which

are reported in a supplementary on-line document [Kim 2009b].

As shown in Figures 3 and 4, effectiveness generally increases with increasing class

frequency, but the category-to-category variation is very large, especially in the case

of level-3 for HKIB-40075, and level-2 and level-3 for HKIB-20000. This variation

seems to be correlated with the number of total categories as it can be seen that total

category counts of 103 (Figure 4(b)), 120 (Figure 3(c)), and 161 (Figure 4(c)) show large

variations, while 9 (Figure 3(a) and 4(a)) and 32 (Figure 3(b)) show relatively small

variations.

More detail characteristics of the two test collections are described in two on-line

materials, one [Kim 2009a] in Korean and the other [Kim 2009b] in English. We hope

that these can help readers understand the quality and characteristics of the HKIB

test collections.

6. DISCUSSION

Good benchmark results serve to ensure that apparently superior new methods are

not being compared to artificially low baselines. We ran KRISTAL’s k-NN classifier on

the HKIB-40075 and HKIB-20000 data sets and provided such baselines. However,

there are several other popular supervised learning approaches such as SVM (Support

Vector Machine), Bayesian classifiers, decision tree, and Rocchio-style algorithms.

Due to lack of appropriate Korean language processing tools for such algorithms we

do not provide baselines for those algorithms. Future studies may include applying

such algorithms to the Hankookilbo collection to provide baselines according to

classifiers.

Korean researchers on text categorization have suffered from lack of test collections

for text categorization built on Korean language corpus. While extensive studies have

been done to English text categorization, few results have been reported on text

categorization for Korean texts. In this paper we introduced the Hankookilbo

collection which is a set of Korean text categorization test collections built on Korean

Figure 4. Test set F1 of HKIB-20000 Split 1 for our kNN classifier approach on level-1, 2, and 3 cat-

egories of which category counts in the test set are 9, 93, and 147, respectively. Other details are as

in Figure 3.
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newswire stories. Using these corpora and taking into account the big difference

between English and Korean, we hope that scientific and technological progress of

categorization methods such as SVM and k-NN can be achieved for Korean language

documents, as shown successfully for the English text categorization problem.

Applying techniques for Korean language processing such as Hangul morpheme

analysis, complex noun extraction, and removal of common words in Korean

(stopwords) to feature extraction and feature selection is still remained as future

studies. We also believe that the Hankookilbo collection can support substantial

research in hierarchical categorization, effectiveness of low frequency categories,

sampling strategies, and other areas. Finally, we hope that our benchmark data will

encourage replicability and transparency in Korean language text categorization

research.
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