Hardware Platforms for Flash Memory/NVRAM Software Development
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Flash memory is increasingly being used in a wide range of storage applications because of its low power consumption, low access latency, small form factor, and high shock resistance. However, the current platforms for flash memory software development do not meet the ever-increasing requirements of flash memory applications. This paper presents three different hardware platforms for flash memory/NVRAM (non-volatile RAM) software development that overcome the limitations of the current platforms. The three platforms target different types of host system and provide various features that facilitate the development and verification of flash memory/NVRAM software. In this paper, we also demonstrate the usefulness of the three platforms by implementing three different types of storage system (one for each platform) based on them.

Categories and Subject Descriptors: Embedded systems [Systems & Architecture]

General Terms: Design, Experimentation
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1. INTRODUCTION

Flash memory is being widely used as a storage medium in mobile devices because...
of its low power consumption, small form factor, and high resistance to shock and vibration [Douglis et al. 1994; Lawton 2006]. As the density of a flash memory chip increases and the price continues to drop, the flash memory is being adopted in more diverse storage applications. For example, flash memory solid-state disks (SSDs) that provide the same interface as hard disk drives (HDDs) are replacing HDDs in mobile and general-purpose computers.

Flash memory has characteristics that are different from conventional storage devices such as HDDs. Thus, specialized hardware and software are required to use flash memory as a storage device. The role of flash memory software is particularly important because it has to deal with the peculiarities of flash memory. It also needs to be diverse because flash memory is used in a wide spectrum of applications ranging from micro-embedded systems (e.g., a sensor-node) to large-scale servers.

However, the current development platforms for flash memory software are limited to simulators or embedded flash memory controllers, which are not sufficient to meet the performance and verification requirements of recent flash memory applications. Furthermore, they do not have provisions for the next generation non-volatile RAM (NVRAM) such as ferroelectric RAM (FRAM) [Sheikholeslami and Gulak 2000], magnetoresistive RAM (MRAM) [Tehrani et al. 1999], and phase-change RAM (PRAM) [Ha et al. 2003].

This paper describes three flash memory software development platforms that overcome the limitations of the current platforms. The three platforms provide development environment for different classes of flash memory application. The first platform (referred to as the legacy platform) is targeted for legacy embedded systems that do not have an embedded flash memory controller. The second platform (referred to as the ASIC platform) is for developing flash memory software and hardware that are to be integrated into an ASIC chip. Finally, the last platform (referred to as the SSD platform) is specialized for developing flash memory SSDs.

The rest of this paper is organized as follows. The next section explains the basics of flash memory and NVRAM, and also flash memory software. We then present the organization of the three development platforms and their applications in Section 3. Finally, Section 4 gives conclusions.

2. FLASH MEMORY, NVRAM, AND FLASH MEMORY SOFTWARE

2.1 Flash Memory and NVRAM

Flash memory is a non-volatile memory that can be electrically erased and reprogrammed. There are two major types of flash memory depending on the structure of the flash memory cell: NOR flash memory and NAND flash memory. NOR flash memory has an SRAM-like interface and provides fast random reads (<20 ns), which make it suitable for code storage of embedded systems. Compared to NOR flash, NAND flash memory has higher density, and provides a faster write speed and lower power consumption. Therefore it is more suitable for bulk data storage. With a scale-down of cell size and the introduction of a higher density cell structure called MLC (Multi-Level Cell), the density of NAND flash memory has doubled every year for the past ten years [Hwang 2003] and now 32Gbit chip is available. NAND flash memory also allows a limited number of bad blocks, which significantly increases the yield.
These features make NAND flash memory more widely used as data storage than NOR flash memory.

The internal organization and interface of NAND flash memory are different from conventional memories. A NAND flash memory chip is organized into physical blocks, each containing a set of pages that are accessed by read and program operations [Samsung Electronics]. There is also asymmetry in the read and program speeds - the read operation is much faster than the program operation (20 ms vs. 200 ms). Unlike conventional memories, NAND flash memory does not allow in-place updating of data. Instead, writing is performed by a page-program operation, which must be preceded by an erase-block operation that takes about 2 ms and sets all the bits in the target block to 1. The number of P/E (program/erase) cycles allowed for each block is limited to 10,000 for MLC and 100,000 for SLC (Single-Level Cell). NAND flash memory is also subject to bit-flipping errors, causing one or more bits in a block to be reversed, which necessitates the use of external error correction logic.

One variation of NAND flash memory is OneNAND [Kim et al. 2004] that combines the SRAM interface whose read/write accesses take less than 10 ns with the high density of NAND flash memory. The SRAM interface of OneNAND is provided by the internal SRAM (<16 KB) that is used for data buffering and boot-up purposes. Since it provides an efficient booting support and obviates the need for a specialized NAND flash memory interface, OneNAND is increasingly being used in mobile embedded devices such as cellular phones. Recently, there also has been active research on the next generation NVRAMs such as FRAM, MRAM, and PRAM, all of which provide the SRAM interface and low-latency read/write accesses. They also allow in-place updating and the maximum number of P/E cycles allowed for those memories is much larger than that of flash memory.

### 2.2 Flash Memory Software

As the cell size of NAND flash memory shrinks down and the MLC technique is more widely used, new restrictions are imposed in using NAND flash memory. For example, the number of partial programmings (referred to as NOP) allowed for a page before erasure is limited to one. Moreover, the pages within a block must be programmed in an ascending order in recent NAND flash memory chips. Despite these new restrictions, NAND flash memory is increasingly being adopted as the storage medium for a wide spectrum of applications because of its advantages in density, power consumption, and access latency. Flash memory applications usually need specialized software support whose examples include the flash translation layer (FTL) [Intel 1998], flash file systems [Ban 1995; Woodhouse 2001; Aleph One 2002], and flash-aware virtual memory systems.

The FTL is a software layer between flash memory and the rest of the operating system and it emulates the functionality of an HDD while hiding the peculiarities of flash memory. To emulate the in-place update semantics of the HDD, the FTL maintains a mapping between the logical sector address used by the host system and the physical flash memory address. With this re-mapping, legacy system software modules such as file systems and virtual memory systems can run on top of the FTL without any modification. This approach is simple but misses the opportunities to
optimize the performance and reliability of the system software modules by exploiting
the unique characteristics of underlying flash memory.

There are however approaches where system software modules are re-implemented
assuming flash memory as the underlying storage device. For example, the so-called
flash file systems, such as JFFS [Woodhouse 2001] and YAFFS [Aleph One 2002], do
not use the FTL and directly access the flash memory so as to allow optimizations by
exploiting the unique characteristics of the flash memory. Likewise, the so-called
flash-aware virtual memory systems exploit the characteristics of flash memory in
providing demand paging using flash memory [Jo et al. 2006; Park et al. 2006].

As flash memory applications become more diverse, flash memory software developers
need more powerful development platforms. The next section explains the problems
of the current development platforms in dealing with the ever-increasing demands of
flash memory software developers. We then discuss the requirements of flash memory
software development platforms and present the three platforms that we designed
and implemented with the requirements in mind.

3. FLASH MEMORY DEVELOPMENT PLATFORMS

Previously, development platforms for flash memory software were either based on
simulators or embedded flash memory controllers hard-wired in commercial micro-
controllers. When simulators are used to develop flash memory software, it is difficult
to assess the accurate timing and the correct functioning of the software on actual
flash memory chips. On the other hand, when hard-wired flash memory controllers
are used, it is difficult to meet the ever-changing restrictions of NAND flash memory.
Also, the current development platforms do not support software development for the
next-generation NVRAMs such as FRAM, MRAM, and PRAM that are becoming
increasingly important. From the discussions above, the requirements of flash memory
development platforms can be summarized as follows:

1. They should support diverse interface styles to accommodate as many host systems
   as possible.
2. They should be flexible enough to allow the development of diverse flash memory
   controllers.
3. They should support flash memories as well as diverse next-generation NVRAMs.
4. They should allow accurate measurements of performance and power consumption.
5. They should provide additional resources such as DRAM and SRAM to provide
   more flexibility in designing flash memory HW/SW.

To meet the first requirement, the three platforms presented in this paper provide
three different host system interfaces: (1) SRAM interface (in the legacy platform), (2)
the AMBA system bus interface (in the ASIC platform), and (3) an HDD-compatible
interface (in the SSD platform). To meet the second requirement, all the three platforms
have an FPGA (Field Programmable Logic Array) that allows the construction of any
custom-made flash memory controllers to address the increasing restrictions of NAND
flash memory as well as to facilitate the exploitation of a trade-off between the cost
and performance in the flash memory controller design. Hardware description
languages, such as Verilog and VHDL, can be used to implement the flash memory
controller in the FPGA. To meet the third requirement, each platform has standard
DIMM (Dual In-line Memory Module) sockets that can accommodate not only flash
memory modules but also diverse next-generation NVRAM modules. To meet the
fourth requirement, each platform has an interface to a DAQ (Data AcQuisition)
system [National Instrument] that provides accurate measurements of performance
and power consumption of the developed system. To meet the final requirement, the
platforms include various types of volatile memory that give more flexibility to the
designers of the flash memory HW/SW. The next subsection explains NVRAM
modules that are used by all the three platforms in common. Sections 3.2-4 describe
the details of the three platforms along with their applications. Finally, we explain the
data acquisition system in Section 3.5.

3.1 NVRAM Modules
Figure 1 shows various NVRAM modules that are currently available for the develop-
ment platforms. They include modules for NOR flash memory, SLC/MLC NAND flash
memory, OneNAND, FRAM, MRAM, and PRAM. The NVRAM modules are connected
to a development platform through a standard DIMM socket interface. We augmented
the original DIMM socket interface to define the signal and power lines between the
NVRAM modules and the DIMM socket. Any NVRAM module that adheres to this
newly defined interface can be used in all the three development platforms. This
abstraction decouples the design of NVRAM module from the rest of the development
platform and thus facilitates the accommodation of yet-to-come non-volatile memories.

3.2 Legacy Platform
Mobile embedded systems, such as cellular phones and MP3 players, have one or
more micro-controllers that execute application programs and operating system code.
These micro-controllers contain processor cores and auxiliary components such as
memory controllers, interrupt controllers, and timer circuits, but many of them do not
include a flash memory controller. The legacy platform targets the micro-controllers

Figure 1. NVRAM Modules.
without an embedded flash memory controller and provides an external flash memory controller using the SRAM interface that is available in almost all micro-controllers.

The host system for the legacy platform is EDB9315A [Cirrus Logic 2006] shown in Figure 2(a). The EDB9315A board has an EP9315 micro-controller based on the ARM920T processor core, a 16MB NOR flash memory for code storage, and a 64MB SDRAM for data storage. As a typical single-chip micro-controller, EP9315 also has various I/O interfaces such as Ethernet, USB, SPI, UART, I2C, and IDE for communicating with external devices. As shown in Figure 2(b), the EDB9315A board is connected to the legacy platform using the two extension connectors in Figure 2(a). Those connectors provide pins not only for the SRAM interface but also for interrupts and DMA. The SRAM interface is used to access the command/status registers of the external flash memory controller implemented by the FPGA in the platform while the pins for interrupts and DMA are for high-speed data transfers between the flash memory controller and the micro-controller. With this organization, the flash memory

Figure 2. Legacy Platform.

Figure 3. The Development of a Flash Memory Storage System Using the Legacy Platform.
software runs on the micro-controller in EDB9315A that accesses NAND flash memory modules through the flash memory controller, both located in the legacy platform.

The FPGA used in the legacy platform is Sparatan3-XC3S500 [Xilinx Sparatan-3] containing 75 K logic cells that are sufficient for implementing any type of flash memory controller. The logic cells in the FPGA can also be used to implement soft processor cores such as MicroBlaze [Xilinx MicroBlaze], which allows the legacy platform to be used as a stand-alone embedded system. The DIMM sockets, also shown in Figure 2(b), provide connection to the NVRAM modules. The DAQ connector is for data acquisition purposes (cf. Section 3.5) and allows accurate measurements of performance and power consumption of various components in the legacy platform.

The legacy platform also includes a 64MB SDRAM that can be used as high-speed data buffers between the flash memory controller and the micro-controller.

We used the legacy platform to implement a flash memory storage system based on an in-house FTL, as shown in Figure 3. The FTL runs as a kernel module of the Linux operating system ported to EBD9315A and provides a block device interface so that legacy file systems, such as ext2 and vfat, can be used without any modification. The device driver below the FTL communicates with the flash memory controller in the FPGA of the legacy platform for commands, status checks, and data transfers. Some glue logic implemented in the FPGA handles discrepancies between EP9315-specific signals and the signals used in the FPGA. The flash memory controller in the FPGA is divided into NAND-type dependent and independent parts, enhancing the portability.

3.3 ASIC Platform

As applications increasingly require higher performance and lower power consumption, the demand for micro-controllers that embed a flash memory controller in a single ASIC chip is increasing as well. Unlike FPGA, an ASIC chip does not provide reconfigurability and its manufacturing process takes a long turn-around time. Therefore, the ASIC design requires much more efforts in the verification. The second platform, called the ASIC platform, targets for such environment and uses as the host system the PB926EJ-S board that is considered as the de facto environment for developing
an ASIC chip based on the ARM926EJ-S processor core.

The PB926EJ-S board, shown in Figure 4, has an ARM926EJ-S processor, a 128MB SDRAM, a 2MB SRAM, and a 64MB NOR flash memory. It also has interfaces to SD, MMC, Ethernet, PCI, and USB that are intended to provide a wide range of options in implementing a micro-controller as an ASIC chip. The PB926EJ-S board is connected to the ASIC platform through three extension connectors (not shown in the figure) that collectively expose the AMBA (Advanced Microcontroller Bus Architecture) interface, which is a widely adopted on-chip system bus. As in the legacy platform, the ASIC platform is used to implement a flash memory controller. However, since the flash memory controller in this ASIC platform is to be integrated into an ASIC micro-controller, we use a logically on-chip (albeit physically off-chip) bus interface to PB926EJ-S.

The FPGA in the ASIC platform, shown in Figure 4, is Virtex 4 XC4VLX25 [Xilinx Virtex-4] containing 24 K logic cells, which are sufficient for implementing not only the flash memory controller but also the slave interface logic for the AMBA. The two DIMM sockets and a 64MB SDRAM are provided as in the legacy platform for the same purpose. There is also a 32-pin debug port that can be used as the interface to the data acquisition system.

Since the implementation of the FTL using a flash memory controller has been demonstrated by the legacy platform, we used the ASIC platform to implement a file system based on the next-generation NVRAMs, as shown in Figure 5. The AMBA slave interface logic and the FRAM/MRAM/PRAM controllers are implemented in the FPGA in the ASIC platform. The FRAM/MRAM/PRAM controllers map the non-volatile memories into the system memory space so that regular load/store instructions from ARM926EJ-S can operate on them. A file system for NVRAM called PRAMFS [Sourceforge.net] uses this interface to manipulate non-volatile data structures in the file system.

Figure 5. Development of an NVRAM file System Using the ASIC Platform.
3.4 SSD Platform
As the price of NAND flash memory continues to drop, the flash memory SSD is increasingly being adopted in laptop computers and UMPCs. On the enterprise side, power-hungry HDDs are being replaced by more energy-efficient flash memory SSDs in high-end servers. As compared to embedded flash memory storage solutions, flash memory SSDs should provide not only a higher performance but also a larger capacity. These requirements and other practical considerations lead to the following features that an SSD development platform should have:

1. Multiple processor cores for a multi-threaded FTL.
2. Larger FPGA to implement an intelligent flash memory controller with parallel data-paths.
3. HDD-compatible host interfaces such as Parallel ATA (P-ATA) and Serial ATA (S-ATA).
4. Multi-channel flash memory interface for parallelism and extensibility.
5. Larger SRAM and DRAM for extensive caching and write-buffering.
6. Interface to a higher bandwidth data acquisition system.

We designed and implemented an SSD platform that provides all of the features above. Figure 6 shows various components are incorporated into our SSD platform. First, the Virtex4 XC4VFX100 FPGA [Xilinx Virtex-4] contains two PowerPC405 processors and 96K logic cells that should be sufficient to implement an intelligent flash memory controller, parallel data-paths, and multi-channel flash memory interface. The SSD platform also provides HDD-compatible interfaces such as P-ATA and S-ATA through connectors as shown in Figure 6. The device-side ATA protocol
can be implemented in the FPGA. The Multi-channel flash memory interface is connected to the four DIMM sockets in Figure 6. Each socket supports two channels, each of which can have up to eight chips. This multi-channel/multi-chip structure allows us to exploit parallelism in multiple flash memory chips for higher performance and also for a larger capacity. There is also one DIMM socket reserved for an FRAM/MRAM/PRAM module. This provision is made to exploit a hybrid SSD that combines flash memory with the next-generation NVRAMs [Yoon et al. 2008]. The SSD platform also has an 8MB synchronous SRAM, a 64MB SDR SDRAM, and a 64MB DDR SDRAM to enable SSD designers to explore a wider range of caching and write-buffering options. Finally, the SSD platform has two DAQ connectors to allow a larger amount of performance and power consumption data to be collected and also an Ethernet interface to enable a future extension as a development platform for network-based storage devices.

We implemented a flash memory SSD using the SSD platform as shown in Figure 7. The intelligent flash memory controller in the SSD controller extensively automates the management work of the FTL and effectively utilizes the parallelism of multiple flash memory chips. Fast prototyping with FPGA reduced the design turn-around time and facilitated the system tuning (in terms of performance and power consumption) and debugging. The SSD platform was seamlessly integrated into the hardware/software development environment provided by Xilinx, which further improved the productivity of the SSD development. More details about this prototyping of a flash memory SSD using the SSD platform can be found in [Seong et al. 2009].

3.5 Data Acquisition System

The data acquisition system is comprised of a development platform whose performance and power consumption is to be measured, a DAQ device that collects data in real-time, and a host computer that stores the data received from the DAQ device and performs a post-mortem analysis. Figure 8 shows the connections between these three components within the data acquisition system. The DAQ connector is used as a link...
between the DAQ device and the development platform and the PCI bus as a link between the DAQ device and the host computer. In-house Labview programs run on the host computer to control the DAQ device and also to analyze the collected data.

There are two types of measured data: digital and analog. The former is mainly used for measuring the performance while the latter for measuring the power consumption. The beginning and the end of the data collection can be controlled either by a Labview program or by signals from the development platform.

Figure 9(a) shows a Labview program sampling the digital and analog data through their respective ports in the DAQ device. The collected data is later analyzed by another Labview program to assess the performance and the power consumption of the measured system. Figure 9(b) shows such a Labview program that calculates the energy consumption for each sector read or written by the FTL based on the collected data by the DAQ device.
4. CONCLUSION

Flash memory has become a viable storage solution not only for mobile embedded applications but also for general computing applications. To overcome the inherent limitations of flash memory while providing fast and reliable flash memory storage solutions, developers need powerful and flexible development platforms where they can experiment on various design options and pursue architectural innovations. In this paper, we presented three different types of development platforms (the legacy platform, the ASIC platform, and the SSD platform), each targeted for a different application scenario. They all provide an FPGA to facilitate the implementation of a wide range of flash memory controllers; a DIMM socket interface to accommodate a wide range of NVRAMs including not only SLC/MLC flash memories but also various types of the next-generation NVRAM; a DAQ interface to allow accurate measurements of the performance and the power consumption of the developed solution; and additional resources such as DRAM and SRAM to provide more options to the designers of flash memory HW/SW. This paper also demonstrated the usefulness of the development platforms by implementing several experimental flash/NVRAM storage systems.
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